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EMERGENT MEDICAL DATA

fatal confrontations with police, and the victims are often members of vulnerable

minority groups.202

According to Crisis Text Line, five percent of its users identify as Native

American or Native Alaskan, which is over three times their representation in the

U.S. population.203 Hispanics, members of the LGBTQ community, and people

who identify as homeless or undocumented immigrants are also overrepresented.204

It is unknown how being labeled violent or suicidal by algorithms may affect their

health, safety, identity, and autonomy.

Police are often ill equipped to handle mental health issues such as suicide

attempts and drug overdoses. It is not entirely their fault; police officers receive far

more training on how to discharge their firearms than they do learning methods to

de-escalate emotionally charged situations.205 Yet the lack of training can have

tragic consequences.

In one highly publicized incident, a mother called the police for help with her

thirty-eight-year-old son, Jason Harrison, who had been diagnosed with bipolar

disorder and schizophrenia.206 When officers arrived on the scene, Harrison came

to the door holding a small screwdriver.2 07 As he approached the officers, they

quickly drew their firearms and fatally shot him.2 08 There are many other examples.

In 2014, eighteen-year-old Keith Vidal was shot and killed by police when his

mother asked 911 dispatchers for help transporting him to a hospital for mental

health treatment.209 In 2016, another schizophrenic, thirty-one-year-old Terrence

Coleman, was shot and killed by Boston police after his mother called them.2 10 In

202. Doug Criss & Leah Asmelash, When a Police Wellness Check Becomes a Death Sentence,

CNN (Oct. 19, 2019, 7:33 AM), https://www.cnn.com/2019/10/19/us/wellness-check-police-

shootings-trnd/index.html [https://perma.cc/YD2K-VTQB].

203. Wharton School, Social Impact Perspective: Bob Filbin I 2018 Wharton People Analytics

Conference, YOUTUBE (May 9, 2018), https://www.youtube.com/watch?v=e3WWCDFQqmA

[https://perma.cc/YUE2-79QJ].
204. Id.

205. Curtis Gilbert, Not Trained to Not Kill, APM REPS. (May 5, 2017),

https://www.apmreports.org/story/2017/05/05/police-de-escalation-training [https://perma.cc/

UCZ7-QJ7X].
206. Tom Dart, Video Released of Dallas Police Shooting Mentaly Ill Black Man Dead at Home,

GUARDIAN (Mar. 18, 2015, 4:22 PM), https://www.theguardian.com/us-news/2015/mar/18/video-

dallas-police-shooting-mentally-ill-black-man [https://perma.cc/EC7L-LARQ].

207. Id.
208. Id.
209. Alisa Roth, A Worried Mom Wanted the Police to Take Her Mentally Ill Son to

the Hospital. They Shot Him., VOX (May 30, 2018, 9:40 AM), https://www.vox.com/

the-big-idea/2018/5/30/17406900/police-shootings-mental-illness-book-vidal-vassey-mental-health
[https://perma.cc/MD7V-X3Q5].

210. Benjamin Swasey & Sim6n Rios, Mother Whose Son Was Fatally Shot by Boston Cop Files

a Civil Rights Lawsuit, WBUR (Apr. 4, 2018), https://www.wbur.org/news/2018/04/04/coleman-

shooting-lawsuit [https://perma.cc/TPR5-5YDY].
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2019, twenty-nine-year-old Osaze Osagie was shot by police when his father called

them to perform a wellness check on his son.211

Harrison, Coleman, and Osagie were Black. There is evidence suggesting that

racial minorities are more often shot by police responding to mental health calls. 212

People with disabilities and members of the LGBTQ community may also be at

risk. In 2012, a blind man was shot with a Taser by police who mistook his white

stick for a samurai sword.213 In 2017, a deaf man was shot and killed by police

despite neighbors' warnings that he could not hear their commands.2 14 In 2018,
police responded to the home of Chelsea Manning with guns drawn after she posted

a concerning tweet that led fans to believe she might attempt suicide.2 15

In 2021, it is increasingly entities other than parents, friends, and physicians

who call on police to perform wellness checks. It is often technology companies,
including Facebook, Gaggle, and Bark, who contact law enforcement due to

proprietary EMD-based predictions. These platforms contact law enforcement

because their algorithms detect a high risk of violence or self-harm. However, their

algorithms are not tested for safety or accuracy, they are trained using poor-quality

proxy data, and their design and function are obscured from public view.216 Yet tech

companies send armed, inadequately trained police to people's homes in response

to their algorithmic predictions. Under such conditions, racial minorities, sexual

minorities, and people with disabilities may be singled out by biased algorithms with

harmful and fatal consequences.

Predicting bullying, self-harm, suicide, and violence in school-age children in

educational settings comes with similar risks. Flagging students and treating them

differently based on EMD-derived predictions may harm those individuals.

Inaccurate predictions could have unexpected and enduring downstream effects on

students' lives. Based on those predictions, individuals may be removed from the

general student population, hospitalized against their will, and stigmatized by school

211. Gary Sinderson, State College Police to Receive Outside Report Following 2019 Use of Deady Force,
WJAC (Aug. 10, 2020), https://wjactv.com/news/local/state-college-police-to-receive-outside-report-
following-2019-use-of-deadly-force [https://perma.cc/5HBD-Y6V9].

212. Shaun King, If You Are Black and in a Mental Health Crisis, 911 Can Be a Death Sentence,
INTERCEPT (Sept. 29, 2019, 5:00 AM), https://theintercept.com/2019/09/29/police-shootings-
mental-health/ [https://perma.cc/9QRH-ZMB7].

213. Helen Carter, Police Taser Blind Man Mistaking His White Stick for a Samurai Sword,
GUARDIAN (Oct. 17, 2012, 8:21 PM), https://www.theguardian.com/uk/2012/oct/17/police-taser-

blind-man-stick [https://perma.cc/Y4NE-XMWQ].
214. Matthew Haag, Deaf Man Is Fatally Shot by Oklahoma City Police, Despite Pleas,

N.Y. TIMES (Sept. 20, 2017), https://www.nytimes.com/2017/09/20/us/oklahoma-city-police-
shooting-deaf.html [https://perma.cc/RP4P-8LHG].

215. Micah Lee & Alice Sped, Police Broke into Chelsea Manning's Home with Guns Drawn-in

a "Weliness Check," INTERCEPT (June 5, 2018, 7:13 AM), https://theintercept.com/2018/06/05/

chelsea-manning-video-twitter-police-mental-health/ [https://perma.cc/4K4C-RL8A].

216. See Sara Gorman & Jack M. Gorman, Are Facebook's Suicide Prevention Tactics Misguided?,
PSYCH. TODAY (Apr. 7, 2019), https://www.psychologytoday.com/us/blog/denying-the-grave/

201904/are-facebook-s-suicide-prevention-tactics-misguided [https://perma.cc/S78Z-7J6N]; Singer,
supra note 31.
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officials and their peers. Once labeled and treated differently by algorithms, children

may start behaving differently and be treated differently by their peers in a sort of

self-fulfilling prophecy.217

Continuous twenty-four-hour student surveillance can be viewed as a form of

social control that encourages students to conform to codes of appropriate

behavior.218 Such control may stifle creativity and inhibit personal expression. If

students learn that the words and phrases they type will be mined for EMD and

result in scrutiny from school officials, home visits from police, and forced

hospitalizations, then they may not explore certain topics in their assignments or

electronic communications with peers and teachers. Instead of speaking honestly

about their feelings, they may conceal them. Such censorship could paradoxically

increase the feelings of isolation associated with depression, problematic substance

use, suicidal thoughts, and violent behavior.219

Using EMD to predict and prevent suicide, drug use, and gun violence aims

to achieve socially desirable ends: the protection of vulnerable individuals and

society. However, companies may claim to be using EMD for those purposes while

surreptitiously using it for other purposes that exploit the full value of EMD.

Because companies derive economic value from health inferences, they are

incentivized to use them to exploit consumers in addition to protecting them.

The following Section describes the use of EMD for advertising and

vulnerability-based marketing.

4. Targeted Advertising and Vulnerabili'y-Based Marketing

Most online shoppers have had the uncanny experience of purchasing items

and subsequently seeing ads for those items follow them around the internet.220 If

people buy a sleeping bag online, they may be categorized as outdoor enthusiasts,

and ads for camping gear may appear in their Facebook and Twitter feeds. This type

217. See Monica J. Harris, Richard Milich, Elizabeth M. Corbitt, Daniel W. Hoover & Marianne

Brady, Self -Fulfilling Effects of Stigmatizing Information on Children's Social Interactions, 63

J. PERSONALITY & SOC. PSYCH. 41 (1992); Lee Jussim, Jacquelynne Eccles & Stephanie Madon, Social

Perception, Social Stereotypes, and Teacher Expectations: Accuracy and the Quest for the Powerful

Self-Fulfilling Prophecy, 28 ADVANCES EXPERIMENTAL SOC. PSYCH. 281 (1996).

218. Andrew Hope, Seductions of Risk, Social Control, and Resistance to School Surveillance, in

SCHOOLS UNDER SURvEILLANCE: CULTURES OF CONTROL IN PUBLIC EDUCATION 230, 230-42

(Torin Monahan & Rodolfo D. Torres eds., 2010).

219. See Timothy Matthews, Andrea Danese, Jasmin Wertz, Candice L. Odgers, Antony

Ambler, Terrie E. Moffitt & Louise Arseneault, Social Isolation, Loneliness and Depression in Young

Adulthood A Behavioural Genetic Analysis, 51 SOC. PSYCHIATRY & PSYCHIATRIC EPIDEMIOLOGY 339

(2016); Kee-Lee Chou, Kun Liang & Jitender Sareen, The Association Between Social Isolation and

DSM-IV Mood, Anxiety, and Substance Use Disorders: Wave 2 of the National Epidemiologic Survey on

Alcohol and Related Conditions, 72 J. CLINICAL PSYCHIATRY 1468 (2011); Dinur Blum & Christian

Gonzalez Jaworski, From Suicide and Strain to Mass Murder, 53 SOC'Y 408 (2016).

220. See Christopher Elliott, W/hy Does That Online Ad Keep Following Me?, USA TODAY

(Nov. 6, 2016, 6:01 PM), https://www.usatoday.com/story/travel/advice/2016/11/06/retargeting-

online-ads/93282408/ [https://perma.cc/N8AS-JY9C].
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of behavioral profiling is only the tip of the iceberg, and market segments are not

limited to people's hobbies or shopping habits.

Companies analyze digital traces collected from retail purchases, activity on

social media, and other consumer behavior to sort people into categories or "market

segments," which are used for targeted advertising.221 Oftentimes, the inferences

they draw about consumers are health related. When Target analyzed its customers'

purchases to infer which ones were pregnant, its goal was to send them

pregnancy- and newborn-related promotions.222 The company was mining medical

information from consumers not because it cared about their health, but because it

wanted to sell products.

Some companies take consumer surveillance and profiling a step further.

EMD can be used to tailor ads for people based on their health conditions, even if

they never disclosed their health status to platforms or advertisers. People with

diabetes can be targeted with ads for medical devices and other products that may

be useful to them. People with substance use disorders could be made aware of

treatment programs and products that might help them reduce or eliminate

dependence on a drug. These applications for targeted advertising may appear useful

to consumers. Facebook would say they allow companies to show users more

relevant ads.223 However, there is a darker, more manipulative side to
microtargeted ads.

Diseases of despair, such as depression, substance use disorders, and suicide,
are rising in the United States and contributing to decreased life expectancy.224

Facebook has previously capitalized on this trend. According to a leaked report,
Facebook once told advertisers it had the ability to identify teens who feel

221. FED. TRADE COMM'N, DATA BROKERS: A CALL FOR TRANSPARENCY AND

ACCOUNTABILITY 25, 47 (2014), https://www.ftc.gov/system/files/documents/reports/
data-brokers-call-transparency-accountability-report-federal-trade-commission-may-2014/140527

databrokerreport.pdf [https://perma.cc/2Z5B-74PM] (describing verified market segments including

"expectant parent," "diabetes interest," "cholesterol focus," "AIDS," "HIV"); see also What Information
Do Data Brokers Have on Consumers, and How Do They Use It?: Hearing Before the S. Comm. on
Com., Sci., & Transp., 113th Cong. (2013) (statement of Pam Dixon, Executive

Director, World Privacy Forum), www.worldprivacyforum.org/wp-content/uploads/2013/12/
WPF_PamDixonCongressionalTestimonyDataBrokers_2013_fs.pdf [https://perma.cc/754A-

AW5R] (testifying that data brokers sort consumers into categories including "rape sufferers,"

"HIV/AIDS," and "cancer").
222. See Duhigg, supra note 1.
223. Louise Matsakis, Facebook's Targeted Ads Are More Complex than It Lets On, WIRED

(Apr. 25, 2018, 4:04 PM), https://www.wired.com/story/facebooks-targeted-ads-are-more-complex-

than-it-lets-on/ [https://perma.cc/5Q4J-67KP].

224. See Joshua Cohen, Diseases of Despair' Contribute to Declining U.S. Life Expectany,
FORBES (July 19, 2018, 1:12 PM), https://www.forbes.com/sites/joshuacohen/2018/07/19/
diseases-of-despair-contribute-to-declining-u-s-ife-expectancy/#4dlaacbe656b [https://perma.cc/

SX2F-33MQ]; A.H. Weinberger, M. Gbedemah, A.M. Martinez, D. Nash, S. Galea & R.D. Goodwin,
Trends in Depression Prevalence in the USA from 2005 to 2015: Widening Disparities in Vulnerable
Groups, 48 PSYCH. MED. 1308 (2017).
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"anxious," "useless," "hopeless," and like a "failure." 225 Facebook claimed it could

track teens' emotions throughout the week and anticipate when they are most in

need of a confidence boost.226

Platforms that surveil users and mine EMD are not limited to monitoring

people's emotions-they can also influence them. In 2012, Facebook intentionally

manipulated the emotions of nearly 700,000 users during its famed "emotional

contagion study."227 The ability to manipulate people's emotions was long the

dream of advertisers, and platforms that mine EMD can provide that capability to

them.228 The danger is that tech companies and advertisers can create strong

emotions in people, and then leverage those emotions to induce people to behave

in ways that benefit advertisers while harming the manipulated individuals and

society. People with certain health conditions may be particularly susceptible to

such manipulation, and EMD mining can allow advertisers to exploit their

health-related vulnerabilities.

People with gambling disorders can be targeted with ads for gambling websites

and casino vacations. Children inferred to have attention deficit disorder or gaming

addiction can be targeted with ads for "loot boxes," a type of gambling designed for

children who play video games.229 Similarly, people with eating disorders can be

targeted with ads for stimulants, laxatives, and illicit weight loss products, and

people with cancer or chronic pain can be targeted with ads for unproven or illicit

pain medications. This type of "vulnerability-based marketing" exploits people's

health-related susceptibilities, traps them in unhealthy patterns of behavior, and can

exacerbate their health conditions.

According to one report about onlineadvertising:

affiliates once had to guess what kind of person might fall for their

unsophisticated cons, targeting ads by age, geography, or interests. Now

Facebook does that work for them. The social network tracks who clicks

on the ad and who buys the pills and then starts targeting others whom its

algorithm thinks are likely to buy. Affiliates describe watching their ad

225. Sam Levin, Facebook Told Advertisers It Can Identify Teens Feeling 'Insecure' and 'Worthless,'

GUARDIAN (May 1, 2017, 3:01 PM), https://www.theguardian.com/technology/2017/may/01/

facebook-advertising-data-insecure-teens [https://perma.cc/Y6WF-D7RZ1.
226. Id.

227. Robinson Meyer, Everything We Know About Facebook's Secret Mood Manipulation

Experiment, ATLANTIC (Sept. 8, 2014), https://www.theatlantic.com/technology/archive/

2014/06/everything-we-know-about-facebooks-secret-mood-manipulation-experiment/37
3 6

4
8 /

[https://perma.cc/53RU-CS6E].
228. See Rae Ann Fera, The Rise of Sadvertising Why Brands Are Determined to Make You Cry,

FAST CO. (May 4, 2014), https://www.fastcompany.com/3029767/the-rise-of-sadverising-why-

brands-are-determined-to-make-you-cry [https://perma.cc/9KRM-FK29].

229. Aaron Drummond & James D. Sauer, Video Game Loot Boxes Are Psychologically Akin to

Gambling, 2 NATURE HUM. BEHAV. 530 (2018).
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campaigns lose money for a few days as Facebook gathers data through
trial and error, then seeing the sales take off exponentially.230

One advertiser said of Facebook's marketing algorithms: "They go out and
find the morons for me."231

Facebook claims the predictions made by its suicide screening software are

not used for advertising purposes.232 However, it is conceivable that a platform

could mine EMD to predict suicide while simultaneously using it to categorize
consumers for marketing and social credit scoring. The information could also be
used to deny rights to targeted individuals. For instance, in 2018, the Department
of Housing and Urban Development (HUD) filed a complaint against Facebook

for discriminating against users based on race, religious affiliation, and disability.233

According to HUD, individuals in certain categories were prevented by Facebook's

algorithms from receiving housing-related ads.234 This type of vulnerability-based

advertising excludes people from accessing employment, housing, and other
resources, and EMD mining can serve as the means of sorting them into categories
for the purposes of exclusion.235

Just as disabled Facebook users were denied access to housing ads, individuals

whom AI predicts to be potentially violent or suicidal could lose rights and
privileges such as the ability to drive a car, rent an apartment, or purchase a firearm.
To this day, many states ask individuals who are applying for licenses to practice law
or medicine whether they have substance use or mental health issues. If government

agencies are permitted to mine EMD to monitor public health, should the
information be used for other purposes such as determining who is fit to practice
law or medicine in the state?

II. CONCEPTUALIZING EMD MINING

This Part explains how EMD mining can be framed in six different ways and
examines the social risks of using EMD to profile people. Examining EMD mining

230. Zeke Faux, How Facebook Helps Shady Advertisers Pollute the Internet, BLOOMBERG
BUSINESSWEEK (Mar. 28,2018,9:15 AM), https://www.bloomberg.com/news/features/2018-03-27/

ad-scammers-need-suckers-and-facebook-helps-find-them [https://perma.cc/AN69-STDF].

231. Id.
232. Norberto Nuno Gomes de Andrade, Dave Pawson, Dan Muriello, Lizzy Donahue

& Jennifer Guadagno, Ethics and Artificial Intelligence: Suicide Prevention on Facebook, 31
PHIL. & TECH. 669, 680 (2018).

233. Tracy Jan & Elizabeth Dwoskin, HUD Is Reviewing Twitter's and Google's Ad Practices as
Part of Housing Discrimination Probe, WASH. POST (Mar. 28, 2019, 3:59 PM), https://
www.washingtonpost.com/business/2019/03/28/hud-charges-facebook-with-housing-discrimination/

[https://perma.cc/B24L-ZBMW].
234. Id.
235. See Ryan Calo, Digital Market Manipulation, 82 GEO. WASH. L. REV. 995 (2014); Ryan

Calo, OfficeMax Letter to 'Daughter Killed in Car Crash' Could Be Privacy's Whale Song,
FORBES (Jan. 19, 2014, 4:09 PM), https://www.forbes.com/sites/ryancalo/2014/01/19/
officemax-letter-to-daughter-in-car-crash-could-be-privacys-whale-song/?sh=11d93a1b3fb8 [https://
perma.cc/JLD5-LHVG].
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through different lenses highlights those risks and aids efforts to guide effective

regulation, which is the subject of Part III. EMD mining can be framed in the

following six ways: as a form of regulatory arbitrage that circumvents privacy and

human rights laws, as a breach of contextual integrity, as the corporate or unlicensed

practice of medicine, as the marketing and operation of unregulated medical devices,
as unregulated health research, and as a breach of fiduciary duties.

A. As Regulatoy Arbitrage that Circumvents Privacy Laws

Traditional medical data is obtained by healthcare providers, insurance

companies, and their business associates through direct interaction with patients

during clinical care or while seeking reimbursement for medical services.236 This

flow of information, from patient to provider, is the traditional flow of health data,
which has existed nearly unchanged for millennia.237

Throughout recorded history, social norms and laws have evolved to protect

the privacy of TMD. When healthcare providers collect TMD from patients, they

are bound by various laws and traditions to maintain its confidentiality.238 These

laws and traditions have ancient roots.2 39 One line from the Hippocratic Oath

suggests that physicians in Ancient Greece acknowledged the implicit value of

health data: "What I may see or hear in the course of the treatment or even outside

of the treatment in regard to the life of men, which on no account one must spread

abroad, I will keep to myself, holding such things shameful to be spoken about."240

To uphold this Oath, ancient physicians maintained the confidentiality of TMD and

vowed not to share it with others outside the bounds of the treatment relationship.

During their medical training, modern-day physicians take an updated version

of the Hippocratic Oath, which contains a promise to protect the confidentiality of

patient information: "I will respect the privacy of my patients, for their problems

are not disclosed to me that the world may know." 241 The Declaration of Geneva,
a modern successor to the ancient Hippocratic Oath adopted by the World Medical

236. Mason Marks, How Companies Use Al to Infer Sensitive Health Data from Consumer

Behavior - Harvard Law School, YOUTUBE (July 11, 2018), https://www.youtube.com/

watch?v=1zlTmvNaHbM [https://perma.cc/73U8-HQHH].

237. Id.
238. See Physician Oaths, AAPS, https://www.aapsonline.org/ethics/oaths.htm [https://

perma.cc/BPH9-CHWX] (last visited Nov. 28, 2020); AM. MED. AsS'N, AMA CODE OF MEDICAL

ETHICS: PRUNCIPLES OF MEDICAL. ETHICS (2001), https://www.ama-assn.org/sites/ama-assn.org/

files/corp/media-browser/principles-of-medical-ethics.pdf [https://perma.cc/FS9K-RHMD];

Health Insurance Portability and Accountability Act of 1996, Pub. L. No. 104-191, 110 Stat. 1936

(codified as amended in scattered sections of 18, 26, 29, and 42 U.S.C.); CAL. CrV. CODE § 56.10 (West

2017); MD. CODE ANN., HEALTH-GEN. § 4-301 (West 2017).

239. See Howard Markel, "I Swear by Apollo"-On Taking the Hippocratic Oath, 350 NEW

ENG. J. MED. 2026, 2026 (2004).

240. Id. at 2028.

241. Don Colburn, Under Oath, WASH. POST (Oct. 22, 1991), https://www.washingtonpost

.com/archive/lifestyle/wellness/ 1991 / 10/22/under-oath/53407b39-4a27-4bca-91 fe-44602fc05bbf/

[https://perma.cc/U7DY-FQMV].
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Association, contains a similar promise: "I will respect the secrets which are

confided in me, even after the patient has died."242

In addition to the oaths sworn by modern physicians, society imposes

fiduciary duties on healthcare providers. These strict obligations include a duty to

maintain the confidentiality of medical information and to be loyal to patients,
which forbids the physician from using patients' information to manipulate or

exploit them.243 Similarly, in the United States, the HIPAA Privacy Rule requires

entities in the healthcare system to protect patient data as it flows from patients to

providers and from those providers to other covered entities such as hospitals and

health insurance companies (and their business associates).244

Prior to the advent of EMD mining, entities outside the healthcare system

could not access consumer health information unless consumers voluntarily

provided it or the entities obtained it from healthcare providers in compliance with

HIPAA. Patients trusted that their health information would not be shared with

third parties unless sharing it was directly related to their medical care. However,
EMD mining enables entities outside of healthcare, such as corporations and

government agencies, to infer health data from nonmedical information, providing

them access to data that previously would have been difficult or impossible to

obtain. Moreover, they can access health data without having to comply with

HIPAA and other regulations of the U.S. healthcare system. Accordingly, EMD

mining can be viewed as a form of healthcare regulatory arbitrage. Due to a lack of

effective regulation, any entity that collects, aggregates, and analyzes data can

acquire sensitive health information and use it for nearly any purpose.

The preamble to the regulation implementing HIPAA's privacy requirements

suggests that one of HIPAA's primary purposes is to protect the rights of

consumers by controlling the inappropriate flow and use of patients' health

information.245 It includes quotes by jurists, writers, and philosophers on the

importance of maintaining privacy.246 In 1890, Louis D. Brandeis and Samuel

D. Warren famously defined the right to privacy as "the right to be let alone."247

According to Janna Malamud Smith, "[i]f we continually, gratuitously, reveal other

people's privacies, we harm them and ourselves, we undermine the richness of the

242. Ramin Walter Parsa-Parsi, The Revised Declaration of Geneva: A Modern-Day Physician's
Pledge, 318 JAMA 1971 (2017).

243. Dayna Bowen Matthew, Implementing American Health Care Reform: The Fiduciary
Imperative, 59 BUFF. L. REV. 715, 726-29 (2011).

244. Standards for Privacy of Individually Identifiable Health Information, 45 C.F.R. § 160.103
(2014); see also U.S. DEP'T HEALTH & HUM. SERVS., SUMMARY OF THE HIPAA PRIVACY RULE 3

(2013), https://www.hhs.gov/sites/default/files/privacysummary.pdf [https://perma.cc/J4AR-

99SM] ("The Privacy Rule protects all 'individually identifiable health information' held or transmitted
by a covered entity or its business associate, in any form or media, whether electronic, paper, or oral.").

245. Standards for Privacy of Individually Identifiable Health Information, 65 Fed. Reg. 82,462
(Dec. 28, 2000) (codified at 45 C.F.R. pts. 160, 164).

246. Id.
247. Id.
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personal life, and we fuel a social atmosphere of mutual exploitation."248 The

concerns expressed in these quotes motivated the implementation of HIPAA in the

1990s, and they are no less compelling today. They illustrate that HIPAA's roots

can be traced to the ancient Hippocratic Oath, and like the Oath, HIPAA was

drafted before EMD mining would have been conceivable.

When HIPAA was drafted, the only foreseeable ways for someone to obtain

and exploit people's health information were to steal medical records or acquire

them through legal means and use them inappropriately. As a result, HIPAA focuses

on security to prevent unauthorized actors from gaining access and on privacy to

ensure that actors who should have access maintain the confidentiality of patient

data.249 However, HIPAA's drafters could not have foreseen the advent of

EMD mining.

The ability to conjure health data from digital traces undermines the

assumptions underlying HIPAA's adoption by expanding the means through which

health data can be obtained and exploited. Now, any entity that collects large

volumes of data can potentially obtain health data, and it need not steal data in the

traditional sense or violate existing health laws to obtain it. Instead, EMD miners

can manufacture health data from the digital traces that are plentiful in the Digital

Age. Lawmakers must now decide whether to throw out thousands of years of

health privacy norms due to the arrival of EMD mining or to implement new

regulations to control aberrant streams of health data flow.

In the United States, in addition to circumventing HIPAA, EMD mining can

help police sidestep fundamental rights such as the warrant requirement of the

Fourth Amendment.250 If police rely on AI-based suicide predictions to enter

people's homes and institutionalize them, they may deprive people of liberty

without due process.25 1 The Fourth Amendment protects people and their homes

from warrantless searches.252 However, according to exigent circumstances

doctrine, police may enter homes without warrants if they reasonably believe entry

is necessary to prevent physical harm.25 3 Preventing violence and suicide clearly falls

within this exception.254 Nevertheless, it may be unethical to rely on EMD and

EMD-based profiling to circumvent Fourth Amendment protections when little

information regarding their accuracy and safety is publicly available.255 Using

opaque algorithms to circumvent fundamental rights is becoming more common

due to emerging public-private surveillance networks such as Facebook's suicide

248. Id.
249. Health Insurance Portability and Accountability Act of 1996, Pub. L. No. 104-191, 110

Stat. 1936 (codified as amended in scattered sections of 18, 26, 29, and 42 U.S.C.).

250. Marks, supra note 6, at 120.

251. Id.
252. Id.
253. Id.
254. Id.
255. Id.
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prediction program and Amazon's ongoing collaboration with police forces through

its Ring doorbell platform.25 6

Unlike U.S. health privacy law, which takes a sectoral approach to data privacy

and is exemplified by HIPAA, the European Union (EU) treats all health data the

same regardless of its origin. In 2016, it adopted the General Data Protection

Regulation (GDPR) to replace the 1995 Data Protection Directive (the Directive),
which was adopted when the internet was in its infancy.25 7 The Directive contained

"principles of fair information processing" that can be traced to the 1981 Treaty of

Strasbourg.258 The drafters of the GDPR borrowed heavily from the Directive.

Having been adopted in 2016 and implemented in 2018, the GDPR is

relatively new.25 9 Though inferences are not specifically referenced in its text, some

sections are relevant to EMD mining. Nevertheless, a significant amount of

statutory interpretation is necessary to understand whether various forms of EMD

mining are lawful under the GDPR. Presumably, due to uncertainty surrounding

how the GDPR applies to health inferences, some companies have opted not to

implement certain forms of EMD mining in the European Union. For instance, in

2018, Facebook announced it would expand its AI-based suicide prediction

program internationally except in the EU, presumably due in part to the GDPR.260

Nevertheless, Facebook's suicide predictions could potentially be lawful under the

GDPR, and they serve as a useful case to analyze how the law applies to

EMD mining.

For data processing to be lawful under the GDPR, it must meet at least one

of the conditions set forth in article 6. Section 6(1)(a) requires that data subjects

consent to the processing of personal data for one or more specific uses.261

Therefore, if a data subject provides consent for EMD to be mined for a specific

purpose, then data processors could lawfully mine EMD for the specified purpose

only. However, the requirement for consent can be waived if one of several other

conditions of article 6 is met, which raises the possibility that EMD could be mined

lawfully without a data subject's consent.

256. Drew Harwell, Doorbell-Camera Firm Ring Has Partnered with 400 Police Forces, Extending
Surveillance Concerns, WASH. POST (Aug. 28, 2019, 3:53 PM), https://www.washingtonpost.com/
technology/201 9/08/28/doorbell-camera-firm-ring-has-partnered-with-police-forces-extending-

surveillance-reach/ [https://perma.cc/F8HX-WAW2].

257. Council Regulation 2016/679, 2016 O.J. (L 119) 1 (EU) (repealing and replacing "Directive
95/46/EC," the official name of the Data Protection Directive).

258. See BART HERMAN MARIA CUSTERS, THE POWER OF KNOWLEDGE: ETHICAL, LEGAL

AND TECHNOLOGICAL ASPECTS OF DATA MINING AND GROUP PROFILING IN EPIDEMIOLOGY

28 (2004).
259. The History of the General Data Protection Regulation, EUR. DATA PROT. SUPERVISOR,

https:/ /edps.europa.eu/ data-protection/data-protection/legislation/ history-general-data-protection-

regulationen [https://perma.cc/US5E-5LFJ] (last visited Nov. 29, 2020).

260. See Guy Rosen, Getting Our Community Help in Real Time, FACEBOOK (Nov. 27,
2017), https://about.fb.com/news/2017/11/getting-our-community-help-in-real-time/ [https://

perma.cc/6DZQ-KFJV].
261. Council Regulation 2016/679, supra note 257, art. 6.
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Section 6(1)(d) allows processing of personal data if it is "necessary in order

to protect the vital interests of the data subject or of another natural person."262

Section 6(1)(e) allows for the processing of personal data if "processing is necessary

for the performance of a task carried out in the public interest."263 Because suicide

prediction can potentially protect the vital interests of people and serve the public

interest, it is one example of data processing that could potentially satisfy either

section 6(1)(d) or section 6(1)(e) and be performed without the consent of

data subjects.

With respect to section 6(1)(d), mining EMD for use in suicide prediction

could be deemed necessary to protect the vital interests of a data subject. In the

United States, and in other regions outside the EU where Facebook makes suicide

predictions, EMD-based suicide prediction often results in police-mediated

wellness checks that could protect the lives of data subjects if their suicide attempts

are prevented or interrupted.264 However, as described above, sending police to

Facebook users' homes deprives people of autonomy and exposes them to

potentially violent confrontations with police.265 Moreover, their risk of suicide may

paradoxically increase if they are institutionalized against their will and released from

institutions without proper support. In other words, wellness checks triggered by

EMD-based suicide predictions can potentially endanger Facebook users and

threaten their vital interests. Viewed in this light, EMD mining for suicide prediction

without user consent might not meet the requirements of section 6(1)(d).

Facebook would have to provide empirical evidence demonstrating that its

suicide predictions and subsequent interventions protect people's vital interests.

However, the company currently maintains the details of its predictions as trade

secrets, which should cast doubt on claims that its predictions protect one's

vital interests.266

With respect to section 6(1)(e), which allows data processing without consent,
if it is necessary for the performance of a task carried out in the public interest,
EMD-based suicide prediction could be viewed as necessary for suicide prevention,
which is clearly of benefit to the public if carried out safely and effectively. Every

year, suicide attempts take immense social and economic tolls on society. They can

devastate families and communities while raising healthcare costs. However, there

262. Id.

263. Id.

264. Catherine Card, How Facebook Al Helps Suicide Prevention, FACEBOOK (Sept. 10, 2018),

https://about.fb.com/news/2018/09/inside-feed-suicide-prevention-and-ai/ [https://perma.cc

/YJS8-KQUY]; David Sentendrey, Police Rescue Man Threatening Suicide on Facebook Live, Fox 46

CHARLOTTE (June 5,2018,2:46 AM), https://www.fox46.com/news/police-rescue-man-threatening-

suicide-on-facebook-live/ [https://perma.cc/73HQ-C923]; Assam Police Saved a Girl After

Facebook Alerted It About Her Suicidal Post, NEWS 18 INDIA (July 26, 2018, 1:44 PM), https://

www.news18.com/news/india/ facebook-saves-a-life-after-detecting-suicidal-post-of-a-minor-girl-

and-alerting-assam-police-1824419.html [https://pcrma.cc/DG6C-GVNG].

265. See supra notes 201-215 and accompanying text.

266. See Singer, supra note 31; Marks, supra note 6, at 98.
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is insufficient evidence to establish that Al and EMD can effectively protect people

from self-harm. If vulnerable populations, such as racial minorities, members of the

LGBT community, and people with mental illnesses and other disabilities, are

disproportionately targeted and negatively impacted by suicide prediction

algorithms and the real-world interventions they trigger, such as wellness checks,
then EMD-based suicide prediction may not serve the public interest. Such

interventions may do more harm than good, creating negative externalities that

further marginalize vulnerable populations and contribute to healthcare costs.

Such interventions may lead to social isolation that prevents people from

openly discussing issues such as depression and suicide on social media. Specifically,
if people know that they may receive a visit from police and be hospitalized against

their will, they may be less likely to speak freely about important issues such as

depression, drug use, and suicide. The withdrawal of populations vulnerable to

suicide from the public sphere is detrimental to society and does not serve the public

interest as required by section 6(1)(e).

These examples illustrate the importance of taking a holistic approach to

interpreting article 6 of the GDPR. If one takes a narrow view of EMD-based

suicide prediction, one might conclude that it easily satisfies the requirements of

sections 6(1)(d) and 6(1)(e). However, a closer look reveals that the situation is more

complex. AI-based suicide prediction is not as straightforward and effective as social

media platforms might have us believe.2 67 Their view of these tools is a sanitized

version that is presented as much for public relations purposes as public health

promotion. This example underscores the importance of employing experts from a

variety of fields to interpret privacy legislation such as the GDPR. Individuals who

are not experienced in identifying the risks of algorithmic systems may gloss over

the potential harms.

Article 9 of the GDPR prohibits the processing of special categories of

personal data, including health information, unless at least one of ten exceptions is

met.268 Therefore, even if a data processing use, such as EMD mining for suicide

prediction, meets the requirements of sections 6(1)(d) or 6(1)(e), it will still be

prohibited if it involves health information unless it meets one of these exceptions.

Continuing with the suicide prediction example, because data on suicide risk

is related to health, the processing of personal information for suicide prediction

must satisfy at least one of article 9's ten exceptions. Two exceptions are relevant

to suicide prediction: section 9 (2 )(g) allows processing if it is "necessary for reasons

of substantial public interest";269 and section 9(2)(i) allows processing that is

"necessary for reasons of public interest in the area of public health."270 The

requirements of these exceptions parallel those of sections 6(1)(d) and 6(1)(e), and

267. See Gomes de Andrade et al., supra note 232, at 679-80.

268. Council Regulation 2016/679, supra note 257, art. 9.
269. Id.
270. Id.
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similar concerns apply. Clearly, implementing effective suicide prevention is useful

for reasons of substantial public interest and in the area of public health. What is

less clear is whether mining EMD is necessary for those purposes. If the methods

used are opaque, inaccurate, and potentially harmful, then they are not necessary,

and they frustrate the purpose of section 9(2)(i).

Article 22 of the GDPR allows EU citizens to opt out of fully automated

processing that has a legal effect on that citizen.271 A Facebook-initiated wellness

check by first responders can affect the legal status of the data subject by forcing

them to be hospitalized and treated. Therefore, if Facebook implemented its suicide

prediction algorithms in the EU, then EU citizens could ostensibly be entitled to

opt out of suicide prediction by invoking their rights under article 22. However, in

its current incarnation, Facebook's suicide prevention platform still involves human

judgment at certain stages.272 The algorithmic system assigns a suicide risk score to

each piece of content, and the content with the highest scores is forwarded to a

team of human content moderators who decide whether to initiate a wellness

check.273 The presence of human decision-makers may put Facebook's system

outside the scope of article 22.

Unlike HIPAA, the GDPR protects health data regardless of its source.274

However, loopholes in the law represented by article 22 and the exceptions to

articles 6 and 9 make it possible for EMD miners to collect health data without

people's consent and to use it in ways that affect their rights.

In the United States, entities that mine EMD may circumvent anti-

discrimination laws such as the Americans with Disabilities Act (ADA). 275 In the

EU, such entities may circumvent child protection laws such as the United Nations

Convention on the Rights of the Child (CRC) and fundamental human rights laws

such as the EU Charter of Fundamental Human Rights, which includes rights to

privacy, protection of personal data, equality, and antidiscrimination.276 This Article

focuses primarily on privacy and data protection laws. However, the circumvention

of human rights, child protection, and antidiscrimination laws may be discussed in

future articles.

B. As a Breach of Contextual Integrity

EMD mining can be framed as a breach of social norms regarding information

flow. Under Helen Nissenbaum's theory of contextual integrity, all spheres of

271. Id. art. 22.

272. Card, supra note 264.

273. Id.
274. See Council Regulation 2016/679, supra note 257, art. 4 (defining "data concerning health"

as all "personal data related to the physical or mental health of a natural person .. . which reveal

information about his or her health status".

275. See Marks, supra note 34.

276. See Convention on the Rights of the Child, Nov. 20, 1989, 1577 U.N.T.S. 3; Charter of

Fundamental Rights of the European Union, 2000 O.J. (C 364) 1.
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human activity are governed by information flow norms.277 In other words, nearly
all our actions occur within social contexts that are influenced by factors such as
location, politics, history, and custom.278 Throughout the day, as we move from one
location to the next, we pass through different environments that have unique social
contexts such as classrooms, doctors' offices, retail stores, courthouses,
and restaurants.279

Each environment has unique rules for how information should ideally flow.
For example, a busy comedy club has different information flow norms than a
public library or a courtroom. In a comedy club, it is acceptable to convey happiness
by laughing, clapping, or even whistling. However, heckling a comedian by yeling
out verbal expressions of praise or condemnation is generally discouraged. By

comparison, in a library, all forms of audible information flow are discouraged, and
in a courtroom, people are expected to speak only when spoken to by a judge or
clerk of the court. When people violate the information flow norms of these
environments, they may be reprimanded (by comedians, librarians, and
judges respectively).

Nissenbaum describes two types of information norms: those that determine
appropriateness and those that govern the flow of information.280 If either type of
norm is violated, then contextual integrity is breached, and one's privacy may be
violated.281 In the comedy club, it is socially acceptable to express emotion verbally
or non-verbally (an information flow norm). However, it is inappropriate to express
negative emotion, which is characteristic of heckling (an appropriateness norm). If

an audience member violates either of these norms, then he has breached
contextual integrity.

When companies mine EMD from consumer behavior, they violate contextual
norms for the flow of health data. However, because they do it surreptitiously,
usually without consumers' knowledge or consent (and often without the
knowledge of regulators and legislators), there is nobody to reprimand them.

Most people do not expect corporations to use Al to analyze their digital traces
and infer their risk of suicide, substance use disorders, and other health conditions.

When those inferences are made, consumers are not sitting in doctors' offices where
it is customary for health information to be collected. Instead, they are behaving in

non-medical contexts such as posting on Facebook, shopping at Walmart, or
sending messages through WhatsApp or Gmail. Each of these activities has its own
well-established social context, such as drafting personal correspondence or
shopping online or in retail stores. In most circumstances, medical information has
nothing to do with those contexts. However, mining for health inferences allows

277. Helen Nissenbaum, Privacy as ContextualIntegrity, 79 WASH. L. REv. 119, 137 (2004).
278. Id.
279. See id.
280. Id. at 138.
281. Id.
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companies to surreptitiously breach consumer expectations regarding where their

data flows by transforming mundane behavioral data observed in non-medical

contexts into sensitive health data.

Consider the Uber example. Imagine that you are hailing an Uber driver to

take you to an upcoming doctor's appointment. Uber drivers may have a reputation

for violating some appropriateness norms.282 However, their behavior typically falls

short of collecting sensitive medical information. If you selected a hospital or

medical clinic as your destination, and the Uber driver asked about your health, then

an appropriateness norm would be violated, contextual integrity would be breached,

and your privacy would also be invaded. This type of question is not generally

accepted in the context of transportation. Similarly, if the Uber app records that you

were dropped off outside a medical clinic, and it cross references your location with

the doctor's offices in the clinic, and your recent credit card purchases, to mine

EMD and infer your medical condition, that process would violate an information

flow norm. Consequently, contextual integrity would be breached, and so would

your privacy.

Unless one is traveling by ambulance, one's medical data has nothing to do

with the social context of transportation. According to Nissenbaum, "[w]e should

not expect social norms, including informational norms, simply to melt away with

the change of medium to digital electronic any more than from sound waves to light
particles."283 In the context of this example, changing the means through which you

hire a driver, from waiving or whistling to hail a cab on the streets of New York to

pressing a button on the Uber app, should not permit a disruption in established

norms of information flow. However, this is the kind of disruption that

EMD allows.

In the past, people communicated primarily by sending letters or making

phone calls. However, it would be a breach of social norms if phone carriers listened

in on personal calls or the Postal Service opened every piece of mail. However, in

the Digital Age, e-mail providers, social media platforms, and smartphone app

developers routinely use Al to "read" the contents of private messages sent

between users.

In a 2018 interview, Facebook CEO Mark Zuckerberg commented on shifting

social norms regarding privacy. He said, "[t]he world is changing quickly" and

282. See Christina Cauterucci, Uber Now Bans Flirting in Its Vehicles. Will That Stop Creepy

Drivers?, SLATE (Dec. 9,2016,4:19 PM), https://slate.com/human-interest/2016/12/uber-now-bans-

flirting-in-its-vehicles-will-that-stop-creepy-drivers.html [https://perma.cc/J3KL-X3CB]; Nojan

Hicks, Uber, Lyft Driver Suspended After Secretly Livestreaming Hundreds of Passengers, N.Y. POST (July

22, 2018, 2:32 PM), https://nypost.com/2018/07/22/uber-lyft-driver-suspended-after-secretly-

livestreaming-hundreds-of-passengers/ [https://perma.cc/F5ST-GDKX].

283. Helen Nissenbaum, A Contextual Approach to Privacy Online, 140 DfDALUS, Fall 2011,

at 32, 43.
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"social norms are changing quickly." 284 Eight years earlier, in 2010, Zuckerberg said,
"People have really gotten comfortable not only sharing more information and

different kinds, but more openly and with more people.... That social norm is just

something that has evolved over time."285 In many ways, Zuckerberg is correct.

With the arrival of social media, people likely share more information than they

used to. However, lawmakers and regulators must not confuse technological change

and the resulting shifts in information flow for shifts in social norms. Though

people may share more information with internet platforms than ever before,
EMD-mining forces consumers to share more information with corporations than

they know. Most people are unaware that EMID can be extracted from non-medical

data, and the fact that EMD can be mined should not be taken as evidence that it

should be mined, that society has accepted this practice, or that consumers have

consented to it.

Nissenbaum argues that to protect people's privacy online, one must identify

contexts, explain the meaning of well-established information norms, identify

disruptive information flows, and evaluate them against the backdrop of existing

norms "based on general ethical and political principles as well as context specific

purposes and values."286

Social norms governing the flow of medical information are very old and well-

established. As described in Part I, the importance of safeguarding medical privacy

has been recognized for millennia. It was articulated over 2,000 years ago in the

Hippocratic Oath, which established a duty of physicians to maintain patient

privacy.287 One can imagine that even in ancient Greece, there were individuals who

hoped to profit from knowing details about a patient's physical or mental states.288

Some data scientists argue that their profession should adopt its own version

of the Hippocratic Oath.289 Microsoft floated the idea in a 2018 book on AI and its

role in society.290 However, such an Oath is an example of self-regulation that is

merely aspirational and has no legal effect.

Doctors take the Hippocratic Oath during their training and aspire to meet its

standards for the duration of their careers. Though it is not legally binding, if they

284. Nicholas Thompson, Mark Zuckerberg Talks to Wired A bout Facebook's Privacy Problem,
WIRED (Mar. 21, 2018, 9:00 PM), https://www.wired.com/story/mark-zuckerberg-talks-to-wired-

about-facebooks-privacy-problem/ [https://perma.cc/8KC2-NW6X].

285. Bobbie Johnson, Privacy No Longer a Social Norm, Says Facebook Founder, GUARDIAN
(Jan. 10, 2010, 8:58 PM), https://www.theguardian.com/technology/2010/jan/11/facebook-privacy
[https://perma.cc/269M-67EH].
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breach elements of the Oath, they may face sanctions from state medical licensing

boards.291 Failure to maintain the confidentiality of patient information would also

violate HIPAA and the fiduciary duties imposed on them by common law.292 In

other words, physicians are incentivized to comply with the Hippocratic Oath under

penalty from state law and professional organizations. No comparable safeguards

currently exist in the technology sector. Nevertheless, if such an oath was adopted

by the tech industry, it could reinforce privacy norms that are under assault by rapid

technological advancement and the normalization of data mining and

health inferences.

However, despite casual promises by tech CEOs to respect and protect

consumer privacy, the trend appears to be moving in the direction of fewer privacy

safeguards and greater exploitation of consumer data. It is becoming normal for

people to expect to have their privacy violated and their personal information taken

by tech companies without their permission.

C. As the Unlicensed Practice of Medicine

Companies that mine EMD claim they are not acting as healthcare providers

when they make health inferences. For instance, Facebook frames its suicide

prediction algorithms as a public safety tool instead of a health screening platform,
and Crisis Text Line says it is a data analytics company, not a mental health

organization.293 Similarly, developers of smartphone apps for managing anxiety and

insomnia define their products as "wellness apps" instead of health apps.294

However, the operation of these platforms can meet the definition of the unlicensed

or corporate practice of medicine, which typically includes the diagnosis,
prevention, or treatment of disease by individuals or corporations that lack state

medical licenses.295
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