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UNCERTAIN RISK, SCIENCE EXPERIMENTS, AND THE COURTS

ERIC E. JOHNSON*

ABSTRACT

Legal scholarship has looked at problems of uncertainty—“unknown unknowns”—in a variety of contexts, from financial regulation to national security. This Article, however, focuses on uncertain risk in what may be its most challenging arena: experimental scientific research. Notably, this context imposes a key conceptual hurdle. In other arenas, law and regulation can work to lessen uncertainty. But with science-experiment risk, uncertainty cannot be sidestepped, since going beyond the current state of human knowledge is the whole point of experimental research. Moreover, science-experiment risk involves the highest possible stakes, since future experiments could plausibly lead to global catastrophe, even human extinction.

As a case study, this Article explores an extreme science-gone-wrong scenario: a particle-collider-spawned black hole that grows to devour our planet. No credible source considers such a disaster likely, but scientific uncertainty has made the possibility of such a mishap frustratingly difficult to exclude. Thus, the black hole case provides a sharp example of how the classical mode of quantitative risk assessment breaks down under the weight of unknown unknowns. Proceeding from this example, this Article attempts to answer questions such as: How can the courts make good decisions about the reasonableness of risk where safety depends on understanding laws of
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nature the experiment itself is designed to uncover? And how can the courts keep the masses safe from science while keeping science safe from the masses?

The answers revolve around the insight that courts can conduct a qualitative meta-analysis, looking at such factors as the existence of conflicts of interest, the influence of institutional pressures, and the extent to which safety rationales rely on untested assumptions. With this test suite, courts can guard the rule of law while leaving the scientific frontier open for exploration.
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If the Earth is ever destroyed by a science experiment, it will not be a failure of science. It will be a failure of law. In particular, it will result from the law’s inability to deal with issues of uncertain risk—commonly called “unknown unknowns.” This Article explains what this problem is, why it deserves to be taken seriously, and how the law can cope with it.

Leading-edge science experiments raise the specter of huge, bizarre catastrophe scenarios: a plutonium-laden spacecraft causing millions of cancers by burning up in the atmosphere; a microbiology lab unleashing a pandemic with the escape of an exotic pathogen; a particle accelerator collapsing the Earth into an ultradense ball of “strange matter” or destroying it with a black hole. None of these

1. See Barry R. Furrow, Governing Science: Public Risks and Private Remedies, 131 U. PA. L. Rev. 1403, 1404 (1983) (“Risks generated by research activities are in a special category. Unlike the usual environmental harms, where the damage-creating instrumentality is already producing a by-product that poses some level of long term health impact, harms ... include problems of feared catastrophe, with uncertainty as the dominant feature.”).

2. The phrase “unknown unknowns” describes the risk of things going wrong in a way that cannot be anticipated. See, e.g., Richard A. Epstein, In Defense of the Contract at Will, 51 U. Chi. L. Rev. 947, 969 (1984) (defending at-will employment contracts on the basis that they allow employers and employees to plan for “known unknowns,” being distinguishable from “unknown unknowns”). The most famous use of the phrase “unknown unknowns,” however, is probably that of defense secretary Donald Rumsfeld in the context of his discussion of the possibility that Iraq might supply weapons of mass destruction to terrorists. See Donald Rumsfeld, U.S. Sec’y of Def., DoD News Briefing, DOD (Feb. 12, 2002, 11:30 AM), http://archive.defense.gov/transcripts/transcript.aspx?transcriptid=2636 [https://perma.cc/27EA-PEC8]. In response to a question regarding reports of a lack of evidence for a direct link between the Iraqi government and terrorists organizations seeking weapons of mass destruction, Rumsfeld said, “Reports that say that something hasn’t happened are always interesting to me, because as we know, there are known knowns; there are things we know we know. We also know there are known unknowns; that is to say we know there are some things we do not know. But there are also unknown unknowns—the ones we don’t know we don’t know. And if one looks throughout the history of our country and other free countries, it is the latter category that tend to be the difficult ones.” Id.


disaster scenarios is likely, yet all are theoretically plausible. And as questions of the acceptability of such risks arise, it necessarily falls to the legal system to provide answers. Why is this the law’s job? While it is the role of scientists to expand our understanding of the natural world and probe the unknown, it is the role of courts to balance the rights and interests of people and institutions. Thus, for better or worse, analyzing whether an experiment is unreasonably dangerous is ultimately a question for the law and legal analysis— and not something that can be foisted off on science.6

How the law should carry off this kind of analysis, however, is a tricky business. While courts routinely deal with conflicting rights, duties, freedoms, and obligations, this is usually done against a background of established facts and knowable risks. In other words, uncertainty tends not to be a problem when it comes to ordinary cases, such as liability for a barrel dropping out of a warehouse or a railroad employee jostling a bundle of fireworks.7 In these and other everyday cases, questions of cause and effect are dealt with using common sense. Jurors and judges make determinations about due care and undue risk based on their accumulated experience of living in the world. This is tolerably fair, reasonably efficient, and helpfully encouraging of safe behavior.

Subject matter that is more science-intensive requires going beyond common sense—but not necessarily confronting uncertainty. Indeed, over the past several decades, courts have embraced a classical quantitative paradigm of risk assessment that assumes away uncertainty.8 In this classical quantitative mode, risk is represented by hard numbers, including quantified probabilities of injury. These numbers can be plugged into a cost-benefit analysis,9 yielding a mathematical result. In this way, classical quantitative risk assessment is premised on the idea that risk can be reduced entirely to known unknowns. For instance, what is the risk that a drug
treatment will cause a particular debilitating side effect? With classical risk assessment, we gather empirical data and quantify the probabilities. At that point, a spreadsheet provides the answer.¹⁰

The classical quantitative approach assumes that all necessary information is available, all potential problems have been identified, and the optimal solution can be found with reasoned thinking.¹¹ This approach works well most of the time. In essence, the classical approach aims to take the risk out of risk. Courts, in adhering to this sort of risk analysis, have become avid consumers of expert-crafted quantitative analysis.¹² And in the process, courts have come to regard even the most complex questions of risk as tamable by science.¹³ But reliance on experts begs a disquieting question: What is the risk that the experts themselves have made a mistake?

Unfortunately, this meta-risk—that is, the risk that a risk assessment is flawed—is unquantifiable. The expert’s analysis might depend on faulty data, might rest on unwarranted assumptions, or might fail to identify all the ways in which things could go wrong. Crucially, our inability to quantify danger does not mean that we are safe.¹⁴ As physicist Lisa Randall has written, “Many people take away the wrong lesson and conclude that the absence of reliable predictions implies an absence of risk. In fact, quite the opposite applies.”¹⁵

So here is the conundrum: If courts are to think about questions of risk in an honest and complete way, they cannot ignore such unknown unknowns. Yet it would seem to be an impossible task for the courts to make fair, well-reasoned decisions on the basis of things that they cannot know.


¹² See, e.g., Gen. Elec. Co. v. Joiner, 522 U.S. 136, 149 (1997) (Breyer, J., concurring) (“[A]s cases presenting significant science-related issues have increased in number, judges have increasingly found in the Rules of Evidence and Civil Procedure ways to help them overcome the inherent difficulty of making determinations about complicated scientific, or otherwise technical, evidence.”).

¹³ See Wilson, supra note 9, at 123.

¹⁴ Cf. Wendy E. Wagner, Trans-Science in Torts, 96 YALE L.J. 428, 429 n.11 (1986) (“[T]he legal system ignores hazards and other man-made risks which have not yet been studied thoroughly or analyzed statistically. The high improbability that the effects of an unsafe product will be quantified, in turn, considerably impedes deterrence.”).

Recently, legal scholars have begun to work in earnest on problems of law and uncertain risk. Legal scholarship has looked at how to cope with uncertainty in areas such as pharmaceuticals, financial markets, engineering, and national security. The first line of defense against catastrophe, in all these contexts, is to avoid uncertainty as much as possible. And here, the financiers, drug companies, engineers, and security professionals are aligned with the lawyers, judges, and regulators. Everyone wants to keep the unknown unknowns at bay and avoid surprises.

Scientists engaged in pure, leading-edge research, however, are different. They run toward the unknown unknowns. This is why it is so compelling to consider risks posed by scientific research done for the sake of exploration and discovery: Uncertainty is the essence of the endeavor. And as difficult as it is to confront uncertainty, refusing to confront it in the context of leading-edge science is even worse. If courts decide that no injunction can be based on uncertain risk or that experimenters' safety assessments are immune from challenge by those with lesser scientific credentials, then the rule of law capitulates when it may be needed the most. On the other hand, if courts decide that no uncertain risk is worth taking, then our pursuit of fundamental knowledge about the universe and our place in it may wither and die.

The urgency of figuring out how to think clearly about these issues will not lessen with time. To the contrary, uncertain risks in experimental science are bound to proliferate. Physicists will seek to

---


18. See, e.g., DON LINCOLN, THE QUANTUM FRONTIER: THE LARGE HADRON COLLIDER 62 (2009) [hereinafter LINCOLN, QUANTUM FRONTIER] (“[T]here can always be surprises. This is the research frontier, after all.”).

build ever more energetic particle accelerators. More and more labs will conduct genetic experiments with viruses. And researchers will soon enter new areas of potential hazards, including nanotechnology and artificial intelligence. Courts dealing with challenges to allegedly risky science experiments must therefore learn how to go beyond the classical paradigm and find new ways of coping with such questions. That is where this Article comes in: figuring out how courts can do this rationally, efficiently, and fairly.

Critics might see this project as ultimately futile, arguing that courts are not institutionally qualified to deal with scientifically complex subject matter. This Article will show, however, that not only can generalist judges handle the science, they can achieve better decision-making than scientists and specialist experts in areas where uncertainty dominates. This is because in cases dominated by scientific or statistical uncertainty, classical quantitative assessment is impossible to do in a rigorous way. This means that courts must, out of necessity, deal with risk in qualitative terms.

The remaining question is how to do this well. This Article provides a path: Where there is an alleged low-probability risk of catastrophe posed by a novel science experiment—which is to say a situation in which uncertainty dominates—the courts should conduct a meta-analysis targeted to the knowable human and institutional factors that surround the uncertainty. By scrutinizing the risk-assessment process and the risk assessors themselves, courts can form a meaningful opinion on the risk that the experimenters’ own risk assessments are untrustworthy. This Article explains how to do this in detail, discussing five categories of qualitative meta-analysis, each of which becomes a factor to be considered by the courts in dealing with issues of uncertain science-experiment risk. Those five categories are: (1) the potential for defective theoretical groundings in a risk assessment; (2) the potential for faulty scientific work; (3) the potential for credulity and neglect; (4) a lack of independence and the existence

---


21. See generally Baram, supra note 4.


23. See Furrow, supra note 1, at 1458 (reviewing arguments that courts lack the institutional competence to grapple effectively with complex modern hazards).

24. See infra Section IV.B.
of conflicts of interest infecting a risk assessment; and (5) the potential for fraud, lies, and faked results.

Working through these factors provides courts a way to award plaintiffs appropriate relief from unreasonable experiment risk. At the same time, this analysis leaves room for experimenters to push the frontiers of scientific knowledge. Bottom line, the analytical tools offered in this Article allow the striking of the right balance: protecting the public from unreasonable risks while protecting scientific inquiry from being suffocated by unreasonable fears.

A discussion of risk, science, and uncertainty involves a heavy dose of abstraction and a great deal of abstruse subject matter. Thus, it is helpful to use a case study to ground the analysis. This Article uses as a case study the question of whether Europe’s Large Hadron Collider (LHC)\(^25\) might precipitate a black-hole catastrophe. The LHC/black-hole question is an excellent vehicle for thinking about risk and judicial decisionmaking for multiple reasons. First, there is a rich documentary record that tracks the controversy. Second, with the existence of the planet allegedly on the line, it is a question with the highest possible stakes. Finally, perched at the leading edge of particle physics, it involves the most unknowable of unknowns.

Part I of this Article sets out the LHC/black-hole case study. Part II discusses conceptual and practical problems for the courts in confronting issues of science-research risk. Part III explores issues of rhetoric and the framing of questions of risk and uncertainty. Part IV details a proposed multi-factor test for using qualitative meta-analysis to judge the acceptability of risk in the science-experiment context.

I. A CASE OF UNKNOWN UNKNOWNS: THE BLACK HOLE QUESTION

In this Part, I set out the case study that provides the concrete set of facts this Article uses both to build up and shakedown the abstract analytical tools it advances. In particular, this Part contains background on the LHC particle accelerator, the laboratory organization that operates it, and the black-hole risk critics say the experiment might pose.\(^{26}\) Thanks to the available published sources about the black-hole question, which I summarize here, there is an abundance of grist for the mill of uncertain-risk analysis.

To be clear, there is no suggestion—at least not from a credible source—that the chance of the destruction of the planet by this or any


\(^{26}\) In prior work, I provided an explication of the LHC/black-hole question with considerably more detail than I provide here. See generally Johnson, Black Hole Case, supra note 5, at 838-60.
other current science experiment is anything other than small. But even a small chance may be very significant given the magnitude of the harm. That, along with the extreme features of the controversy, make it a good model for uncertain-risk analysis.

A. CERN and the LHC

Founded in 1954, CERN is the world’s pre-eminent laboratory for particle physics, a discipline studying the most fundamental aspects of matter and energy.27 Located just outside of Geneva, CERN’s campus spans the border of Switzerland and France.28 As an intergovernmental organization comprising 23 member states, CERN is a mammoth institution.29 Its 2019 budget was 1.292 billion CHF ($1.46 billion USD).30 A recent count indicated that over 17,500 people are involved with CERN in some capacity.31

CERN’s current program is centered around the LHC, a superconducting synchrotron particle collider (also known as a “particle accelerator”) along with the various experiments using the collider.32 The LHC’s development began in the 1980s, and construction was approved in 1994.33 Following many delays and setbacks, the operational phase of the LHC program became the subject of extreme anticipation in the physics community.

The LHC’s capacity to manipulate matter at the most basic levels is unprecedented. For instance, the particle collisions produce the hottest temperatures ever achieved by humans—100,000 times hotter
than the center of the sun. The aim of the endeavor is to advance understanding of the fundamental particles and forces that make up the physical universe. It is hoped the LHC may shed light on some of the most compelling topics in particle physics, including the existence of hidden dimensions and evidence of what constitutes dark matter. Indeed, the LHC already achieved a triumphant discovery by finding the celebrated Higgs boson—a fundamental particle that is understood to impart mass to matter.

The size of the LHC matches its scientific ambitions. CERN hails the LHC as “the largest machine in the world.” The beam tunnel is 17 miles around. The magnets used to accelerate the particles through that tunnel are cooled with about 90 metric tons of superfluid helium, achieving a temperature colder than outer space. The accelerated particles form an ion beam “powerful enough to melt a small car almost instantaneously.” And as a whole, the apparatus consumes enough power for a medium-sized city.

The LHC was designed to collide protons at an energy of 14 trillion electron volts (TeV), 14 times the energy of any previous collider. Scientists have dubbed this new energy range the “Terascale.”

34. DON LINCOLN, THE LARGE HADRON COLLIDER 25 (2014) [hereinafter LINCOLN, COLLIDER] (highest human-achieved temperatures); CERN 2017 faq, supra note 25, at 25 (temperature comparison to sun).


36. See CERN 2017 faq, supra note 25, at 22-23.


38. See id.


40. CERN 2017 faq, supra note 25, at 3.


LHC, however, has yet to achieve the 14 TeV energy level. Instead, a number of setbacks have made for some rough going. Early on, the LHC suffered a couple of unanticipated mishaps that caused parts of the machine to blow up.

During a test in 2007, a design defect caused one of the magnet units to explode. In explaining the error that led to the accident, a laboratory director said, “[W]e are dumbfounded that we missed some very simple balance of forces. Not only was it missed in the engineering design but also in the four engineering reviews carried out between 1998 and 2002 before launching the construction of the magnets.”

Then in 2008, shortly after the LHC’s launch, a faulty electrical connection caused a mishap that damaged 53 of the LHC’s magnet units. Although CERN’s initial reports characterized the event as a “leak,” Cal Tech physicist Sean Carroll wrote that “explosion” is a more accurate description. Magnets were ripped out of their floor bolts and six tons of helium spewed into the tunnel in a matter of minutes.

With repairs, CERN was able to get the LHC working again in November 2009, and within a few months it was up to operating at half its design energy, producing collisions at 7 TeV. In 2012, even with the LHC still running far below its designed energy level, experimenters announced that the discovery of a new boson particle believed to be the long-sought Higgs boson.

Then, in February 2013, the LHC ended its initial three-year run and began a long shutdown period during which the interconnections between magnets could be rebuilt such that the machine would...
eventually be able to reach its design energy. In 2015, the LHC was relaunched, achieving collisions at a record 13 TeV.

B. A Quick Primer on Experimental Particle Physics

Particle physics—also known as high-energy physics—is complex. But the basics of particle-accelerator experimentation are not difficult to understand.

Particle-collider experimentation revolves around Einstein’s famous insight that matter and energy are two versions of the same thing, expressed in the equation $E = mc^2$ (energy is equivalent to mass multiplied by the square of the speed of light). If you think through the implications of this equation, you can grasp the fundamentals of how experiments are done in particle physics.

First, you need to take note of the fact that the speed of light is a very large quantity: 670 million miles per hour, or $3 \times 10^8$ meters per second. Squaring it makes it all the larger. To equate mass to energy, you must multiply this immense number by the amount of mass. So, $E = mc^2$ means that an extremely small amount of matter corresponds to an extremely large quantity of energy.

The most famous application of the $E = mc^2$ principle is nuclear reactors and nuclear bombs. Those devices convert matter into energy—destroying tiny amounts of matter to release prodigious amounts of energy.

Particle colliders work the same principle in reverse. $E = mc^2$ rearranged algebraically is $E/c^2 = m$. That means it takes an enormous amount of energy to create a very tiny amount of matter. This is not an analogy. Particle colliders literally turn energy into matter in the

---


57. An excellent readable introduction to the field is KENNETH W. FORD, THE QUANTUM WORLD (2004).


59. FORD, supra note 57, at 251.

60. See id. at 19.

61. Id.


63. See FORD, supra note 57, at 21.

64. See DAVID GRIFFITHS, INTRODUCTION TO ELEMENTARY PARTICLES 5 (2d ed. 2008).
proportion dictated by Einstein's equation. The LHC, as a specific example, takes electricity from the Geneva-area power grid and turns that energy into ultra-microscopic amounts of newly formed matter.

Working the uphill-side of Einstein's equation takes money, ingenuity, and a lot of power. The LHC uses enough electricity to power 300,000 homes. To turn this energy into mass, the LHC creates powerful oscillating magnetic fields that propel batches of particles around its 17-mile circumference. The LHC's magnets are designed to add more and more energy into the particles until they are pushed up to 99.9999991% of the speed of light. In this way, electrical energy from the power grid is turned into kinetic energy, the energy of motion. Then, with one set of particles going clockwise and another set going counter-clockwise, the batches of particles are steered so that they collide with one another, converting the accumulated kinetic energy into a splatter of newly formed matter. Thus, the general goal is not—as one might intuitively believe—to break the particles apart and see what is inside them. The goal, instead, is to create new particles, especially bizarre and novel forms of matter that would not otherwise be humanly accessible.

That leaves just one thing left to explain—how it is that particle accelerators manage to create exotic, scientifically interesting forms of matter, as opposed to the boring, everyday-variety of matter that can be found anywhere on Earth. The answer is that, most of the time,
particle collisions don’t produce anything interesting. See Chad Orzel, Eight Things to Know as the Large Hadron Collider Breaks Energy Records, FORBES (May 21, 2015, 3:32 PM), https://www.forbes.com/sites/chadorzelt/2015/05/21/things-to-know-as-the-large-hadron-collider-breaks-energy-records/#20a5f98873ce [https://perma.cc/2BAE-VQ5R] (“Most of the time, the collisions at the LHC produce ordinary, boring particles. A tiny fraction of the collisions, though, will produce more exotic things, and those collisions are the ones physicists are most interested in.”). Because of this, big particle colliders like the LHC are designed to collide a great quantity of particles each second and to run for many years. Every once in a while, a collision yields something unusual—something unstable and short-lived, such as the particles that existed around the time of the Big Bang. It is a feature of quantum mechanics: If the laws of physics do not prohibit a thing from being created, then, given enough repeated tries, that thing will be created. Every collision is a pull of the quantum-mechanics slot machine. If you are patient enough—and if you have enough quarters—you will see every combination of the reels.

The only effective limit to what particle collisions can produce is the amount of energy involved in the collisions. Suppose a much-sought particle has a mass greater than 1 TeV. That means an accelerator capable of a maximum energy of 1 TeV will never make one, no matter how many billions of collisions are undertaken. This is why physicists get so excited when a new accelerator is constructed that is capable of record-breaking energies. It means never-before-seen particles can be produced.

In this way, uncertainty is at the essence of particle-physics experiments. Colliders like the LHC are not just about trying to confirm hypotheses. The desire to build them is fueled, in substantial part, by the prospect of finding something entirely new, something that doesn’t correspond to any current theory.

74. See Chad Orzel, Eight Things to Know as the Large Hadron Collider Breaks Energy Records, FORBES (May 21, 2015, 3:32 PM), https://www.forbes.com/sites/chadorzelt/2015/05/21/things-to-know-as-the-large-hadron-collider-breaks-energy-records/#20a5f98873ce [https://perma.cc/2BAE-VQ5R] (“Most of the time, the collisions at the LHC produce ordinary, boring particles. A tiny fraction of the collisions, though, will produce more exotic things, and those collisions are the ones physicists are most interested in.”).
75. See CLOSE, supra note 58 (discussing the need to separate out interesting collision products from the mundane).
77. See GRIFFITHS, supra note 64, at 4-6.
78. See CARROLL, supra note 19, at 61 (“Reaching unprecedented energies is literally like visiting a place nobody has ever seen.”).
79. See id. at 48.
Dan Tovey, a University of Sheffield physicist on the team for the LHC's Atlas experiment, explained the excitement around the LHC this way:

Individually, we all have the things that we're particularly interested in; there's a variety of new physics models that could show up. But to be honest, we can't say for certain what—if anything—will show up. And the best thing that could possibly happen is that we find something that nobody has predicted at all. Something completely new and unexpected, which would set off a fresh programme of research for years to come.80

In other words, the LHC is a machine designed specifically to encounter unknown unknowns. “What we really want is to be wrong,” particle physicist Sean Carroll has written. “It's a great triumph to discover the Higgs, but things get really exciting when we are surprised by something new.”81

C. Black Holes and Safety

Now we come to the question of whether the LHC could spawn a planet-destroying black hole.82 Explaining the thinking about an artificial black-hole disaster is best done in a chronological manner. This is because the safety argument has not been static; instead, it has changed over time. As one set of safety rationales has been undermined by evolving understandings in theoretical physics, experimenters have abandoned old arguments and adopted new ones.

Questions circulating in the media about whether particle colliders might produce black holes date back at least to 1999, around the time of the start-up of an earlier experiment—the Relativistic Heavy Ion Collider (RHIC, pronounced “rick”), located on Long Island about 60 miles east of New York City.83

The dust-up about the RHIC led physicists in 1999 to issue an assurance that, for the foreseeable future, no particle collider would be

---

80. Webb, supra note 56 (quoting Tovey) (internal paragraph break omitted).
81. CARROLL, supra note 19, at 54.
82. Beyond dangerous black holes, there are other catastrophic risk scenarios that have been discussed. See generally Johnson, Black Hole Case, supra note 5, at 829-34. Of particular note is the question of whether the LHC could produce a dangerous strangelet. See id. at 829-31. For an update on the LHC/strangelet question, see LHC Safety Assessment Group, Implications of LHC Heavy Ion Data for Multi-Strange Baryon Production, CERN 1 (2011), https://public-archive.web.cern.ch/downloads/LSAG/LHCoddALICE2011.pdf [https://perma.cc/TL2P-WXPE].
83. The controversy over the RHIC principally involves not black holes, but a disaster scenario involving the creation of a “strangelet,” which theoretically could physically collapse the planet into a small hyperdense ball by converting all normal matter on Earth into strange matter. I discuss the RHIC more in my prior work. See Johnson, Black Hole Case, supra note 5, at 829-31.
capable of generating the energies necessary to form a black hole.\textsuperscript{84} Media interest in the question then subsided. But it turned out that the physicists’ safety pronouncements in 1999 were substantially mistaken. In what is a superb example of the emergence of an unknown unknown, two separate teams of theorists in 2001 demonstrated that, under certain assumptions, it actually was possible to produce black holes with a present-day accelerator—the LHC, which was then under construction.\textsuperscript{85}

CERN subsequently acknowledged a need for further safety assessment work.\textsuperscript{86} The ensuing report, issued by a CERN group in 2003, concluded that accelerator-produced black holes would pose no threat since they would rapidly evaporate via a process called “Hawking radiation,”\textsuperscript{87} the namesake of theoretical physicist Stephen Hawking.

In the work that made him famous, Hawking provided a mathematical argument from quantum mechanics and the theory of relativity that black holes must emit radiation in some form.\textsuperscript{88} And since mass and energy are two different manifestations of the same thing—\(E = mc^2\) again—then if a black hole emits radiation, it must lose mass.\textsuperscript{89} According to Hawking’s theory, the smaller a black hole is, the faster it must radiate. And since any accelerator-produced black hole would be extremely tiny, it would, according to Hawking’s theory, radiate into nothingness almost instantly.\textsuperscript{90} Hawking radiation has never been observed, but the theory is nonetheless “often considered one of the most secure” in its subfield of physics.\textsuperscript{91}

While some felt that the possibility of stable, non-radiating black holes should be taken seriously,\textsuperscript{92} the particle physics community, as a whole, did not. But along came another unknown unknown. A very well-regarded scientist, William Unruh, called the black-hole-


\textsuperscript{85} Steven B. Giddings & Scott Thomas, High Energy Colliders as Black Hole Factories: The End of Short Distance Physics, 65 PHYSICAL REV. D 056010-1, 056010-1 (2002); Savas Dimopoulos & Greg Landsberg, Black Holes at the Large Hadron Collider, 87 PHYSICAL REV. LETTERS 161602-1, 161602-1 (2001).


\textsuperscript{87} Johnson, Black Hole Case, supra note 5, at 840-41.
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radiation theory into question.\textsuperscript{93} Since Unruh was himself one of the pioneers of the theory of radiating black holes, his opinion was potentially influential.

CERN subsequently stopped relying on Hawking radiation as a safety rationale, and a new round of theoretical work was done on the issue.\textsuperscript{94} The result was a highly complex paper, released in 2008, which rested its assurance of safety on a multi-faceted approach.\textsuperscript{95} Authored by particle physicists Steven B. Giddings and Michelangelo L. Mangano, the paper used theoretical astrophysics to conclude that, under some scenarios, synthetic black holes would be able to harmlessly coexist with Earth, since they would grow too slowly to be dangerous. Under other scenarios, the paper concluded, telescope observations of certain white dwarf stars could be counted upon to rule out the dangers on an empirical basis.\textsuperscript{96} On the basis of this work, CERN issued reports concluding that the safety question had been put to rest.\textsuperscript{97}

After the public release of Giddings and Mangano’s paper, Rainer Plaga, an astrophysicist, emerged with a critique. Plaga argued that the black-hole scenario could not be ruled out.\textsuperscript{98} In the days leading up to the anticipated start-up of LHC collisions, Giddings and Mangano responded to some, but not all, of Plaga’s arguments.\textsuperscript{99}

That is where the back-and-forth with CERN over safety, black holes, and the LHC ends. Once the LHC started up—albeit at reduced power—the media interest in the black-hole question went away, and CERN appears to have done no additional work on the issue.\textsuperscript{100}
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The chronology of the safety debate, viewed as a whole, exhibits a pattern of confident conclusions, new revelations, and refortification with different theoretical tacks. That is, risk questions are initially answered as if all issues are fully known. Then unknown unknowns emerge. But these are swept aside with a fresh reappraisal of alleged risk as being fully understood and entirely benign.

This pattern could be seen as evidence of a results-oriented research approach, one lacking academic detachedness. Indeed, in 2010, John Ellis, a top theoretical physicist for CERN who worked on one of the lab’s safety reports, seemed to confirm this view. Ellis told Physics World magazine that there had been no scientific motivation for the safety reviews, calling them a “foregone conclusion.”1

When everything is taken into consideration, the question of whether the LHC presents a significant risk of ultimate catastrophe seems not to have been adequately put to rest. That being said, to the extent there are continuing questions about risks, that does not mean the LHC itself is dangerous. Just as danger might lurk in the unknown, so might safety, and perhaps even some unanticipated bounty for humankind. Clearly, however, the question of black-hole risk is more complex—and more uncertain—than it might at first seem.

II. CONCEPTUAL AND PRACTICAL PROBLEMS

In this Part, I will look at three particular problems for traditional risk assessment in the context of leading-edge scientific experimentation. Those three problems are: (1) It is difficult to rely on experts for conducting traditional risk analysis, since those experts tend to have personal connections to the experimental work being analyzed; (2) a classical quantitative risk assessment may require the application of uncertain science that the experiment itself is designed to illuminate; and (3) if the probability of disaster is calculated to be very low, then that probability number is rendered virtually meaningless, since the probability of error in the derivation dwarfs the derived probability of catastrophe. I will explain each in turn.

---
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A. The Lack of Disinterested Experts

Traditional risk analysis is “distinctly expert-centered.” But when it comes to science-experiment risk, there may be a scarcity of disinterested experts. With leading-edge science experiments, the leading experts tend to be the exact same people who are involved in the experiment—either directly or indirectly.

The LHC/black-holes question illustrates this. Around half the particle physicists in the world are involved with CERN research. Meanwhile, the other half form an extended network of friends and acquaintances. Sharon Traweek, an anthropologist who did a particle-physics ethnography, describes particle physicists as forming a restrictive, cohesive community. Relationships among particle physicists are highly important, according to Traweek, and those particle physicists who do not know each other well want to. Thus, if one wanted to find particle physicists not part of the broader circle of friends of an allegedly dangerous experiment, doing so might prove impossible.

In the case of the LHC, however, the primary risk assessment work was not done by people with mere indirect relations. Instead, the work was done by persons employed by or having direct ties to CERN. In 2007, CERN management set up the LHC Safety Assessment Group (LSAG), and each of the five members was a physicist from CERN’s Theory Division. One of the members, Mangano, co-authored the
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paper that served as the foundation for LSAG’s final report. 109 The other author of that key paper, Giddings, was not employed by CERN while he was working on the paper, but he was at that time anticipating a visiting position with CERN that had been previously approved. 110

It should be pointed out that even though the formal risk assessment was done by CERN affiliated individuals, the assessment was nonetheless subject to peer-review by the particle physics community beyond CERN. The Giddings and Mangano paper, for instance, was subject to formal peer review by being published in Physical Review D. And pre-prints were subject to peer review in the substantive sense of being made publicly available in a forum where they could be read and commented upon. 111

The experimental particle physics community seems to have publicly voiced little or no objection to LSAG’s conclusions. It might be argued that this lack of objection is evidence that the safety assessment, despite its conflict-of-interest issues, is nonetheless trustworthy. But, as discussed above, 112 particle physicists form a close, interdependent community, with half of them tied to CERN. In a tight-knit group such as this, on a question that affects the group as a whole, all the experts have a stake in the matter. None are disinterested. This observation is, of course, not an indictment of particle physicists. Nor is it, indirectly, an indictment of any other scientific community. The point, instead, is that trustworthy traditional risk assessments in such contexts are not easily had.

B. The Need for Uncertain Scientific Principles Under Investigation

A second problem that may occur in trying to resolve questions regarding the safety of novel science experiments is that a thorough traditional risk assessment might require knowledge that the experiment itself is designed to supply.

Again, the LHC/black-holes question provides examples. The theorized phenomenon of Hawking radiation—used at one point as a safety rationale for particle collisions 113 has not been experimentally
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The LHC experiment itself, however, could provide evidence of Hawking radiation. And if Hawking radiation were shown empirically, CERN’s safety argument would be easily made. Thus, leading-edge science experiments can be vulnerable to a kind of catch-22: Advances in fundamental knowledge could demonstrate the safety of a given experimental activity. But that same experimental activity is the readiest means to make the needed advances in fundamental knowledge.

Another unanswered question from physics, which the LHC could help answer, is whether there are hidden, extra dimensions to our universe. The LHC can create black holes, the theory goes, only if there are one or more extra dimensions.

A bit of background on extra dimensions: As we experience reality, there are four dimensions, three dimensions of space and one dimension of time. According to some theories of fundamental physics, however, there could be extra dimensions of space, dimensions that are a part of reality, but that are generally inaccessible to us. Like cartoon characters trapped on a 2-D page, we might be trapped in a 3-D slice of a broader universe to which we are oblivious. Hidden extra dimensions are particularly important to string theory, which some physicists advocate as a way to explain all fundamental particles and forces within a single theoretical framework. According to string theory, there might be 11 dimensions altogether.

The number of extra dimensions is important to the black-hole safety analysis—because how fast a stable black hole could grow inside the Earth is understood to depend on the number of hidden dimensions. The Giddings and Mangano paper estimated, for instance, that if there are eight or more spacetime dimensions, it would take many billions of years for any black hole to grow large enough to be threatening to the Earth. But if we live in a 5-D reality—that is, with
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just one extra dimension—then under Giddings and Mangano's analysis it might only take 300,000 years for a black hole to mature and devour the Earth.122 Once again, the ultimate level of risk of black holes appears to rest on unknown science that the LHC may or may not shed light on.

C. The Effect of Uncertainty in Low-Probability Risk Assessments

The third problem with traditional risk assessment for leading-edge science experiments is something we can call the uncertainty-swamping problem, which is that low-probability risk assessments tend to be meaningless. This is a woeful effect of the uncertainty that stubbornly clings to assessments of long odds: Where the probability of disaster is determined to be very low, then the probability number lacks robustness, since the chance of disaster described by the probability will be much lower than the chance that the probability assessment itself is wrong.123

Philosophers Toby Ord, Rafaela Hillerbrand, and Anders Sandberg put it this way: “When an expert provides a calculation of the probability of an outcome, they are really providing the probability of the outcome occurring, given that their argument is watertight.”124 This becomes a problem for a very low stated probability of disaster, since the likelihood that the stated probability is wrong will be much greater than the stated probability of disaster.

The problem is easy to see with an example: Suppose a person is given the task of determining the risk that a dam will break. After data is gathered about water pressures, the strength of the concrete and steel, and so forth, a series of calculations is done, and the result indicates that the probability of a catastrophic dam break is no greater than one in a billion. That seems reassuring. But what is the chance that the person doing these calculations has used faulty data or has made a mistake with the math? The chance of that happening is much, much greater than one in a billion. Thus, the true ceiling on the riskiness of the proposition is almost entirely described by the chance that the person doing the assessment has erred in the assessment work itself. As particle physicist Lisa Randall said in discussing risk
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generally, “A prediction of low risk is meaningless if the uncertainties associated with the underlying assumptions are much greater.”

The black-hole/LHC safety question is a prime example of the uncertainty-swamping problem. Physicists have not published any quantification of the odds of a black-hole disaster at the LHC. But in spoken remarks at Oxford’s Future of Humanity Institute, CERN physicist Mangano spoke of probabilities below $10^{-40}$.

It is helpful to translate this number out of scientific notation: less than $10^{-40}$ means less than one in 10 thousand trillion trillion trillion. Or, if you are partial to obscure number names, less than one in 10 duodecillion. That is a small number indeed. And even when the alleged harm is the annihilation of Earth, it seems—at least to me—perfectly fine to ignore such an infinitesimal chance. But the chance that this probability assessment is wrong is much, much greater than $10^{-40}$. The assessment could be faulty for any of a number of reasons, including mathematical miscalculations, faulty data, and uncertain or unwarranted assumptions.

Unfortunately, we cannot directly measure the uncertainty of the LHC safety assessment work. Doing so would require us to have unavailable knowledge. But to get at least a gross idea of the likelihood that error could have crept into LHC risk-assessment work, we might borrow error rates that have been empirically determined for other forms of scientific work. In the life sciences, one study found that as many as one in 100 articles may contain errors warranting retraction. Other research found that as many as one in 10 articles in elite journals have flawed statistical results. Using these statistics as a stand-in implies that a truer view of the maximum probability of disaster at the LHC must take into account something like a one-in-10 or one-in-100 chance that the safety assessment is wrong.
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Of course, the safety assessment could be wrong without the LHC itself being dangerous. Nonetheless, the total ceiling on risk of operating the LHC must mostly be described by the chance that the safety assessment is wrong. And that probability, even if small, is significant.

The uncertainty-swamping problem creates quite a conundrum. It cannot follow from this line of reasoning that we must judge the LHC to be unacceptably risky simply because we can’t be sure that that the probability of disaster is less than one in 10. By that line of reasoning, we would have to abandon all leading-edge science experiments—and maybe never leave the house again. Clearly, such a sweeping concept of unacceptable risk is not tenable.

What are needed are principled and sensible ways to deal with these problems, such that we neither need to prohibit all leading-edge science experiments nor give them all a free pass. Providing these principled and sensible ways of dealing with uncertain risk is the ultimate aim of this Article, and I delineate those methods in Part IV, below. But before diving into those methods, it is useful first to explore how uncertainty plays into the rhetoric of risk.

III. RHETORICAL ISSUES

In addition to the above-described problems, there is an additional wrinkle for risk assessment in the science-experiment context: Knowledge asymmetries and opportunities for selective assertions of uncertainty can be used to reframe questions of risk. This reframing can permit experiment proponents to gain a substantial rhetorical advantage, steering public discourse in a way that is a boon to experiment proponents and detrimental to the safety debate.

At the heart of this issue is something quite counterintuitive: Considering that traditional risk analysis involves cost-benefit scrutiny and relies on calculations and statistics, one might think that this mathematically based way of evaluating risk would be embraced by scientists. Yet this is not necessarily the case. In a twist, when it came to the black-hole issue, particle physicists moved away from expressing risk in quantitative terms. Instead, they moved to speaking of risk in qualitative terms.

A. Using Pricelessness to Avoid Quantitative Analysis of Benefits

Traditional risk assessment is not just about producing quantified probabilities of harm. It also needs a quantification of benefits to use as a point of comparison. This is the sine qua non of cost-benefit analysis: Put the costs on one side of the scale, benefits on the other.
and see which way the balance tilts. Thus, within the traditional-risk-analysis mode, one way proponents of science experiments can avoid a negative assessment is to frustrate the quantification of the benefits of the experiment. Doing so makes an experimental program incomprehensible to a cost-benefit formula.

Particle physicists learned to resist providing a quantified assessment of the benefits of their experimental programs well before the LHC/black-holes controversy. Such a tack grows out of necessity in lobbying for the funding to build multi-billion-dollar particle colliders. In general, proponents of particle experiments will concede that, viewed as an investment, particle physics generates “no return.” At first glance, this appears to be an admission against self-interest. But, as judge and legal scholar Richard A. Posner pointed out, this seeming weakness is actually a source of strength: “[I]t stumps people who want to argue that the costs exceed the benefits.”

In truth, particle physics can yield practical benefits. The World Wide Web was a spinoff invention from the planning phase of the LHC. And medical proton therapy is a spinoff of particle accelerator technology. But practical dividends of this significance are rare. Worse, they appear idiosyncratic, making it difficult to put on a convincing case that particle experimentation reliably yields quantifiable benefits.

So, if proponents of particle physics experiments do not attempt to quantify benefits, how do they argue in favor of their expensive experiments? The answer is that they provide qualitative statements. Often these statements are emotionally charged. For instance, physicist Stephen Hawking characterized the LHC as “vital if the human race is not to stultify and eventually die out.”

A recurrent theme in the non-quantified argument for particle colliders is to make a special claim of importance for particle physics over other scientific fields. An example is what Nobel laureate Steven Weinberg had to say in his book Dreams of a Final Theory: “The reason we give the impression that we think that elementary particle physics is more fundamental than other branches of physics is because it is,”
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he wrote. 136 “I do not know how to defend the amounts being spent on particle physics without being frank about this.” 137 Thus, particle physics experimentation is a project for which no practical benefit is anticipated or sought. 138 The upside is philosophic. And, when framed in language such as “unmask[ing] the cosmos” and “our species . . . finally reaching childhood’s end,” 139 it is sublime.

This allows experiment proponents to beat cost-benefit scrutiny. Once the benefit has been taken out of the realm of numbers, classical cost-benefit analysis is a moot issue. And at that point, quantitative risk assessments can be brushed off as irrelevant.

B. Moving Away from the “Probability Mode”

Scientists advocating large-scale leading-edge science experiments can also repel criticism by dequantifying the discussion of risk on the other end of the cost-benefit formula—by refusing to use numerical values to discuss the chance of disaster.

Following the safety controversy over the RHIC project in the late 1990s, 140 the particle-physics lobby apparently learned to keep quantified probabilities out of the LHC safety debate. 141 By doing so, physicists could avoid uncomfortable questions of what constitutes an acceptable level of risk of planetary destruction. Instead, the disaster question was cast as binary—either the experiment entailed a risk, or it did not.

A window into how physicists plan the public-relations side of risk assessment comes from the video of a presentation given by CERN theorist John Ellis to his colleagues at the laboratory. 142 In the discussion following the presentation, an audience member said to
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Ellis, “I’ve noticed that, very wisely, you haven’t pronounced the word ‘probability.’”

“Absolutely,” Ellis said.

The audience member noted that when probability comes into the debate, critics can easily make an argument that the LHC is not worthwhile. That is because, no matter how small the likelihood of destruction, since the harm is so enormous, operating the LHC may be painted as a poor choice.

The audience member explained that:

[P]robability played an important role in the hands of [experiment critics] because what they did is they took whatever probability you computed, and multiplied it by a bigger number, which is the number of casualties, or else the number of people now, [and] the number of people in the future. If that is not enough ... you multiply it by the number of bacteria.

For experiment proponents, probability rhetoric creates another challenge. When scientists provide a quantitative assessment in the form of a probability bound—that is, a worst-case limit on how likely a disaster could be—this ceiling on risk may be consumed by the public as if it were an estimate of the actual probability of disaster. To take a hypothetical example, a probability bound of one in a billion does not mean that an event is likely to occur once in a billion trials. It means that the risk is not more than one in a billion—even though in reality it might be far less.

Probability bounds are not actual probabilities, and thus it is fallacious to equate the two. But it is not necessarily fallacious to view probability bounds as reasonable stand-ins for probabilities. In thinking through the ultimate question of whether an experiment should be given a green light, it may be a sensible analytical step to weigh a worst-case scenario against an endeavor with only a nebulous, philosophic benefit.

Sensible or not, however, such worst-case-scenario analysis only works against the interests of experimenters. Thus, the disincentive to produce quantified probability bounds remains.

---
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When it came to talking about LHC/black-hole risk, instead of assigning probabilities for LHC/black-hole risk, CERN issued unquantified statements disclaiming all risk. The Giddings and Mangano paper, for instance, provided no quantified odds. Its conclusion was a qualitative one:

In short, this study finds no basis for concerns that TeV-scale black holes from the LHC could pose a risk to Earth on time scales shorter than the Earth's natural lifetime. Indeed, conservative arguments based on detailed calculations and the best-available scientific knowledge, including solid astronomical data, conclude, from multiple perspectives, that there is no risk of any significance whatsoever from such black holes.147

Note that this statement allows that some possibility of danger exists, but whatever quantitative extent that risk might have is veiled behind the value judgment that the risk is of “no . . . significance whatsoever.”148

One problem with such qualitative statements is that they are susceptible to recharacterization. For instance, the LSAG's report on the black-hole issue, while relying on the Giddings and Mangano paper to provide its rationale, framed its conclusion with a rosier qualitative statement, saying that LHC-generated black holes “present no conceivable danger.”149 Upon receipt of the LSAG report, CERN's permanently constituted Scientific Policy Committee went even further, saying that LSAG's report provided a “proof” that the LHC was safe.150

There can also be coordination of rhetoric among particle physicists in an effort to help shape public debate. As reported in a 2007 New Yorker magazine article, CERN's chief science officer Jos Engelen explained that when it comes to LHC disaster scenarios, CERN officials are instructed “not to say that the probability is very small but that the probability is zero.”151

Another example along these lines comes from Ellis's account of his interactions with Cambridge University's Martin Rees—Britain's Astronomer Royal and a CERN outsider. When Rees stated that the risk of the LHC causing disaster was no more than one in 50 million,152 Ellis reached out to him.

“I . . . extracted from him a statement that he'd never done an estimate, and he doesn't believe there's any risk. So he's also gone over to the not-talking-about-probability mode,” Ellis said. “But I'm
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keeping his statement in my mail until such time as this issue raises its head.”

Ellis said in 2008 that, since the LSAG report came out, he had seen no discussion of risk in the probability mode.

C. Constructing the Quantum Straw Man

Another way in which LHC proponents re-framed the debate to their advantage was to make use of a particular kind of uncertainty—quantum uncertainty—as a way to paint the black-hole question as silly.

Nima Arkani-Hamed, a particle physicist at Princeton, proffered the argument in perhaps its most colorful and memorable form to The New York Times when he explained that there was a minuscule probability “the Large Hadron Collider might make dragons that might eat us up.”

CERN’s Engelen offered an expanded version of the argument to The New Yorker:

In quantum mechanics, there is a probability that this pen will fall through the table . . . All of a sudden, it will be on the floor. Because it can behave as a wave, it can go through; we call that the “tunnel effect.” If you calculate the probability that this happens, it is not identical to zero. It is a very small probability. But it never happens. I’ve never seen it happen. You have never seen it happen. But to the general public you make a casual remark, “It is not identical to zero, it is very small,” and...

The reporter indicates Engelen then shrugged.

This quantum-chance-of-anything argument was embraced by the press and the blogosphere, constituting a clear public-relations victory. But the argument is fallacious.

Logically speaking, the quantum dragon is a straw man. Note that no critic of the LHC argued that the collider should be shut down because of a generic quantum-mechanics-type chance that the collider
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would produce a planet-eating black hole. Instead, the argument was first, that the LHC, owing to its novel characteristics, might, according to current theory, produce black holes, and second, that there is no good way to rule out that such a black hole would destroy the planet.

What is especially slippery about the quantum-dragons argument is that it is clothed in the language of particle physics. By incanting "quantum mechanics," the argument seems to claim some particular relevance to particle accelerators. But that is not the case.

Since there is a quantum-mechanical chance of anything happening,\(^1\) the quantum-dragons-type of straw man can be applied to any debate. For instance, a person arguing for the safety of tobacco could make the same argument in response to the allegation that cigarettes cause cancer. Such a person could point out that there is, quantum mechanically speaking, a chance that cigarettes will turn into little sticks of dynamite and explode. The argument is just as irrelevant to a debate about tobacco as it is to the LHC.

In the end, the quantum-dragons argument is a potent example of how self-interested experts can use knowledge asymmetries to insulate experimental programs from criticism.

### D. The Relation of Rhetoric to Legal Process

In rounding out this discussion of rhetoric in the context of science-experiment risk uncertainty, it makes sense to discuss why rhetoric matters. The rhetoric discussed above was aired in the course of public debate and offered to shape public opinion—not in the courtroom context where it was meant to persuade a judge. Yet, there are good reasons to believe that debates about the safety of science that take place in the media are likely to have an effect on litigation outcomes.

Courts are, of course, meant to be instruments of the rule of law, and thus public opinion arguably has no direct relevance to deciding issues such as whether a court should use its equitable powers to halt a scientific experiment. Yet it would be naive to say that public opinion does not carry a great deal of weight inside a courtroom. As U.S. Chief Justice William H. Rehnquist observed, "Judges, so long as they are relatively normal human beings, can no more escape being influenced by public opinion in the long run than can people working at other jobs."\(^2\) Thus, a victory won through the media in the court of public opinion is likely to become a hurdle to obtaining an injunction, should one be merited.

Additionally, the public debate will affect the likelihood that private plaintiffs will step forward to pursue litigation that would put the

---

1. That is, anything that is not prohibited by the physical laws. For a discussion of this aspect of quantum mechanics, see Cox & Forshaw, supra note 76.

IV. WAYS FOR COURTS TO NAVIGATE UNCERTAINTY

Up to this point, I have sought to show how uncertainty in the context of science-experiment risk poses special problems for the legal resolution of questions about whether science research programs are unacceptably risky. I have argued that uncertainty makes science-experiment risk inapt for traditional risk assessment and that traditional modes of thinking about risk allow adroit proponents of scientific experiments to reframe questions of risk in a way that is favorable for the experimenters. It follows that the courts cannot abdicate their decision-making and analytical responsibilities to expert scientists who are proponents of an experiment.

That being the case, what is a court to do? In the absence of meaningful quantitative data about probabilities, how can a court judge the acceptability of the risk? In this Part, my goal is to show that, despite the difficulties, there is a way for the courts to meaningfully cope with the unknown unknowns, such that a court could enjoin leading-edge scientific research under appropriate circumstances.

161. See Furrow, supra note 1, at 1458-59 (noting that critics argue "prospective lawsuits for relief . . . are too dependent upon the willingness and financial ability of private groups to sue, leading to spotty, incomplete regulation").

162. Id. at 1463.
A. The Need to Evaluate Uncertain Risks in Qualitative Terms

The first and most important point for courts dealing with uncertain quantitative risk is that courts must deal with this risk in qualitative terms—notwithstanding courts’ past preference for looking at risk in quantitative terms. The reason why is simple: There is no other choice. In other words, the courts must deal in qualitative terms out of necessity. As discussed above, when it comes to catastrophe scenarios with very low quantified probabilities, the uncertainty of the probability will always eclipse the probability figure. Thus, very low probability numbers are essentially meaningless, and the apparent precision of the numbers is illusory. Accordingly, courts must deal in qualitative terms to decide whether an experiment poses unacceptable risk.

In making sure this conclusion is right, it is helpful to explore some hypothetical alternatives.

One alternative could be for courts to dismiss claims as de minimis where computed probabilities are so low that they are eclipsed by uncertainty. This is not a frivolous idea. Indeed, this would seem to be an equitable solution where a low probability is coupled with a correspondingly small harm.

In other words, we would ask what is the worst that could go wrong? The death of a single person, for instance, may be a small enough harm that a claim is dismissible when it is accompanied with a quantified low probability of harm. In such a case, even if the chance that the probability is wrong is greater than the probability itself, the total ceiling on the likelihood that something will go wrong may still be small enough to ignore in a case in which the worst that could happen is a single death.

Mass catastrophe scenarios, however, cannot be ignored in the same way. Where the alleged harm is large—such as the death of millions—then even very low probabilities of calamity make for equitably significant claims. Thus, it is not defensible to dismiss claims on a de minimis basis where uncertainty eclipses the quantified probability of harm in high-harm scenarios.

Another alternative proposal would be for courts to abstain from deciding matters where risks cannot be made reasonably certain. Courts might claim that if they cannot make a decision based on reasonably certain quantitative analysis, then the courts should not

---

163. See, e.g., Haw. Cty. Green Party v. Clinton, 980 F. Supp. 1160, 1168-69 (D. Haw. 1997) (using quantified costs and probabilities in denying an application for injunction to halt launch of the Cassini space probe carrying 32.8 kg of plutonium as a power source, which plaintiffs alleged caused a cancer risk in the event of a launch accident or navigation error).

164. See supra Section II.C.
make any decision at all. This path, however, is wrong for at least two reasons.

First, courts have long made decisions without quantitative analysis. In fact, that is what the courts have done for hundreds of years. And outside of dealing with certain technical subjects, working without quantitative analysis continues to be the everyday occupation of the courts. Slip-and-fall accidents, negligently caused automobile collisions, and a thousand other harm/injury scenarios are dealt with in a tolerably fair way with qualitative reasoning about what constitutes reasonable care. So for the courts to throw up their hands when dealing with science-experiment risk cases would be arbitrary and unjustified.

The second reason that courts must not abstain from adjudicating research-risk disputes without reasonably certain quantitative analysis is more fundamental: It is the job of the courts to balance the rights and interests of the persons before it. It should be seen as intolerable for courts to walk away from the job just because it is difficult—even if it is extremely difficult.

There are, of course, circumstances in which courts abstain from deciding matters, but the rationale cannot merely be because deciding the matter is hard. Federal courts, for instance, make use of various abstention doctrines that allow them to avoid deciding questions better left to state courts. But in such situations, state courts typically can hear the dispute—meaning there is only abstention by certain courts, not a true instance of abstention by the judiciary as a whole.

Another situation in which courts abstain from adjudication is under the political-question doctrine. Indeed, one dominant consideration in favor of the invocation of the political-question doctrine is “the lack of satisfactory criteria for a judicial determination.” But political-question doctrine does not point to the propriety of abstaining from deciding quantitatively uncertain research-risk cases. The invocation of political-question doctrine

165. See, e.g., Ramirez v. Plough, Inc., 863 P.2d 167, 171 (Cal. 1993) (“In most cases, courts have fixed no standard for care for tort liability more precise than that of a reasonably prudent person under like circumstances.”).

166. See, e.g., Colo. River Water Conservation Dist. v. United States, 424 U.S. 800, 813-18 (1976) (abstention by a federal court in exceptional circumstances when there is parallel state court litigation); Younger v. Harris, 401 U.S. 37, 48-53 (1971) (limiting the ability of federal courts to interfere with proceedings in the state courts); R.R. Comm’n of Tex. v. Pullman Co., 312 U.S. 496, 500-01 (1941) (discretionary abstention by federal courts on the constitutionality of state law where the state law is ambiguous or uncertain and where future state court decisions might make federal court resolution of federal constitutional questions unnecessary).


requires a determination that the matter is appropriately decided by political branches of the government. There is, of course, no necessity that leading-edge science experiments be undertaken by the government itself. And for many reasons, the political system is ill-suited to decision-making with regard to low-probability catastrophic risks presented by science experiments. These reasons include cognitive biases that lead to undervaluing potential risks, which in turn lead to citizen non-engagement in the political process.

Beyond the inappropriateness of de minimis dismissals and abstention to avoid dealing in qualitative terms with uncertain risk, there is an additional compelling reason for why qualitative risk evaluation is appropriate in cases of uncertain experiment risk: Scientists themselves—even in the most math-intensive disciplines—habitually reason qualitatively and judge the strength of arguments in qualitative terms.

With specific regard to the LHC, physicists moved away from quantitative “probability mode” rhetoric in favor of discussing possible catastrophe risks in qualitative terms. In doing this, LHC supporters may have been mindful of the political and public-relations ramifications of quantified probabilities. Yet there is an important sense in which particle physicists would not be able to get away from qualitative reasoning even if they wanted to: All quantitative models depend on assumptions, the plausibility of which involves the rough exercise of professional judgment. And that undertaking is quintessentially qualitative.

A simple example will show how qualitative reasoning is, of necessity, fundamental to physicists’ risk assessments of their own experiments. Consider the issue of whether previously observed naturally occurring cosmic rays are good stand-ins for collisions in a particle accelerator when considering safety issues. If they are, then cosmic-ray data can be used in models that produce quantified probability ceilings. But are they? The threshold determination of the appropriateness of underlying models and assumptions is, frustratingly, unsusceptible to empirical, quantitative treatment.

In the end, courts are compelled by logic and practical necessity to use qualitative reasoning in evaluating quantitatively uncertain low-probability catastrophic risks from research. In the next subpart, I describe how the courts can do this fairly and meaningfully.

---
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B. General Methods of Evaluating Uncertain Risks in Qualitative Terms

In cases of alleged low-probability catastrophic risk posed by science experiments—where uncertainty dominates—courts should conduct a kind of meta-analysis that gets above the level affected by uncertainty.\textsuperscript{173} The object of the meta-analysis is to judge the reliability or dubiousness of scientists’ assessments that their own experiments are safe. In other words, we must get a handle on the risk that the risk assessment is wrong. We can do this by looking at the risk assessors and the risk assessment process.\textsuperscript{174}

Two concerns here are paramount. The meta-analysis should render science-experiment risk amenable to a determination of unacceptable risk and injunction in some cases. That is, it should be possible for plaintiffs to win sometimes. But the meta-analysis should not be so skeptical of scientists’ own judgments, and so deferential to critics, that the analysis always leads to the conclusion that the challenged experiment should be halted. That is, it should be possible for defendants to win sometimes.

At the end of the day, the law should be capable of sheltering complainants from unreasonable risks imposed by others, and simultaneously the law ought to ensure room for scientific progress at the frontiers of knowledge.

So how can we have a principled, meaningful method of analyzing uncertain risk that appropriately safeguards society without halting the broader project of scientific discovery? The answer is that courts must look at the human aspects. Science, after all, is a human project, and scientists are human. Looking at the potential for human failure—something the courts are used to doing in innumerable other contexts—provides the potential for meaningful qualitative assessment of quantitatively uncertain risks.

Prior human failures in analyzing risk are pathmarking. Consider, for example, the space shuttle \textit{Challenger} and \textit{Columbia} disasters. NASA management made judgments in each case that risks were acceptable—even when they really were not.\textsuperscript{175}

The \textit{Challenger} exploded 73 seconds after liftoff.\textsuperscript{176} As the shuttle began to ascend, an incompletely sealed O-ring in a joint between segments of a solid rocket booster allowed a flame of hot rocket exhaust

---

\textsuperscript{173}. What I am suggesting here is an adaptation of an approach I suggested previously for the related problem of courts dealing with scientific questions of extraordinary complexity that are opaque to laypersons. See Johnson, \textit{Black Hole Case}, supra note 5, at 883-907.

\textsuperscript{174}. See id.

\textsuperscript{175}. See \textsc{1 Columbia Accident Investigation Board, Columbia Accident Investigation Board Report 200} (2003), https://www.nasa.gov/columbia/home/CAIB_Vol1.html [https://perma.cc/X6VG-MDXH] [hereinafter CAIB].

to erupt from the booster’s side. The growing eruption of super-heated gases breached the neighboring liquid-fuel-carrying external tank and destroyed the tank’s lower attachment to the booster. Freed from its lower attachment strut, the booster twisted away, shattering the external tank, which instantly released its load of liquid oxygen and hydrogen—with the resulting mixture then exploding directly underneath the shuttle.

Before the Challenger launched on the morning of January 28, 1986, engineers with an aerospace contractor argued that data indicated the crucial O-rings would not seal in the cold temperatures then prevailing at the Kennedy Space Center. An engineer recalled 30 years later, “They had their mind set on going up and proving to the world they were right and they knew what they were doing. But they didn’t.”

The Columbia accident of February 2003 was caused by a similar blindness to risk. During launch, a piece of insulation foam from the outside of the external tank separated and punctured a heat-shield panel on Columbia’s left wing. After more than two weeks in orbit, Columbia re-entered the Earth’s atmosphere. As Columbia streaked toward the ground, air was turned to plasma by the friction of re-entry, and this air entered the hole in the heat shield. Like a blowtorch, the super-heated air tore into the structural elements of the wing, causing structural failure that led to the break-up of the shuttle.

As with Challenger, Columbia exemplified a pattern of institutional failures to recognize hazards. NASA managers ignored engineers’ concerns as well as a number of near-misses on previous missions. The Columbia investigation board said in its final report, “In our view, the NASA organizational culture had as much to do with this accident as the foam.”

Considering these and other examples, there is no question that it is possible for an organization of people with surpassing intelligence to blunder into disaster. The meta-analysis I propose here revolves around trying to perceive the potential for such failures in a particular case brought before a court.

For analytical purposes it is helpful to divide this qualitative meta-analysis into categories, which translate into factors for courts to use in deciding questions of risk acceptability. These five factors are: (1) the potential for defective theoretical groundings; (2) the potential for faulty scientific work; (3) the potential for credulity and neglect; (4) a lack of independence and the existence of conflicts of interest; and (5) the potential for fraud, lies, and faked results.\(^{188}\)

1. Defective Theoretical Groundings

All risk assessments of science research depend on theoretical understanding, and there is an ever-present risk that the theory upon which the risk-assessment is based is not sound. Science, after all, is an activity, not a static body of knowledge. And scientific theory changes over time. Thus, despite the best efforts of scientists, theory sometimes turns out to be wrong.\(^{189}\) As such, mistaken theory is a classic unknown unknown.

In and of itself, there is nothing bad about the fact that scientists make mistakes about theory. Being wrong, and then realizing this wrongness at some later point, is part of scientific progress. At least as long as theory is only bandied about as an academic matter, this kind of mistaken understanding is not dangerous. When theory is used as the foundation for a real-world safety analysis, however, defective theory can lead to catastrophe.

The generic possibility that all our understanding in a particular field of science might turn out to be naively mistaken is not of much help to a court in trying to analyze uncertain science experiment risk. For instance, the fact that it was once thought that all the stars were points of light on an enormous sphere around the Earth does not justify the conclusion that a contemporary science experiment is unsusceptible to being judged safe. Such general doubt would not allow us to distinguish research endeavors appropriate for an injunction from all the rest of the experimental scientific work that is necessary for fundamental scientific progress.

A principled way for a court to distinguish less reliable theoretical underpinnings is to consider the newness of the theory and how
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\(^{188}\) The first through fourth categories generally track those I set out in previous work. See Johnson, Black Hole Case, supra note 5, at 886.

\(^{189}\) See, e.g., STEPHEN HAWKING & LEONARD MLODINOW, A BRIEFER HISTORY OF TIME 5 (2005) (discussing the potential for theory to be fundamentally upended over the long term).
quickly evolving the field is. When theory is newer and subject to active, back-and-forth discussion among theorists, then a court should place correspondingly less confidence in the risk analysis built on top of it.

The LHC/black-hole issue provides a good example of quickly-shifting theory that might cause one to doubt the reliability of safety assurances: In 1999, the argument for accelerator safety rested on the conclusion that, under prevailing theory, accelerators for the foreseeable future lacked the power to create black holes.190 Not long afterward, theorists showed that if new theory about the existence of hidden dimensions in the universe turned out to be correct, black holes “will be produced.”191 A new safety case was fashioned on the basis that black holes would evaporate because of Hawking radiation.192 Then a few years later, that argument was abandoned after a respected theorist called black-hole evaporation into question.193 With CERN’s safety rationale eroded, a new safety case was fashioned for the LHC in 2008, on the eve of the collider’s launch. This new safety rationale followed a branching logic to conclude that black holes were not a danger since under some assumptions black holes could be ruled out based on empirical observations of certain white-dwarf stars, and under other assumptions, black holes would grow too slowly to constitute a threat.194

This chronology suggests a lack of stability in theoretical groundings. In fact, CERN theoretical physicist John Ellis even characterized the theory of micro black holes as “a fast moving subject.”195

All in all, it seems plausible to decide on the basis of the quick pace of theory that reliance upon current theoretical understandings for safety assurances may be premature. And it calls into question CERN’s representation that LHC safety claims are rooted in “firmly established theory.”196

It is also worth noting in this respect that Steven Giddings, co-author of the primary paper concluding that the LHC does not pose a black hole danger, has been noted by a fellow scientist as having exhibited a “stubborn attachment to wrongheaded ideas” in the past—specifically concerning theory about black holes.197 Of course, such an allegation, even if true, would not mean Giddings was mistaken in his

190. See supra Section I.C; see also Johnson, Black Hole Case, supra note 5, at 838, 889.
191. See BLAIZOT ET AL., supra note 86, at 11-12; see also supra note 85.
192. See supra Section I.C; Johnson, Black Hole Case, supra note 5, at 840-41, 889.
193. See Unruh & Schützhold, supra note 93, at 1-2, 11; see also supra Section I.C; Johnson, Black Hole Case, supra note 5, at 841-42, 889.
194. See generally Giddings & Mangano, supra note 95.
195. Ellis Video, supra note 107 (beginning at 10 minutes).
196. See CERN Scientific Policy Committee, supra note 97, at 4.
analysis about LHC safety. But the statement does suggest that it is not inconceivable that any given scientist might be operating from mistaken theoretical ideas.

Bottom line, the lack of stability for relied-upon theory in this area would be of legitimate concern to a court undertaking a meta-analysis of risk-assessment reliability.

2. Faulty Scientific Work

Even where the theory is solid, scientific analysis can go awry in other ways, including through observational errors, mistranscribed data, calculation mistakes, inaccurate assumptions, or other types of faulty scientific work. Any of these kinds of errors might lead to unsound conclusions about safety.

Errors in physics work can, for instance, result from carelessness. Indeed, CERN’s Nobel-winning experimenter Carlo Rubbia is known to have reported inaccurate numbers from his experiments.\(^\text{198}\) Apparently this often happened because Rubbia lacked the patience to take adequate care with his work.\(^\text{199}\) And those close to him suggested that the inaccuracies did not seem to bother him.\(^\text{200}\)

Even when care is taken, however, errors can creep up. In their discussion of LHC risk, philosophers Ord, Hillerbrand, and Sandberg noted that mistakes in calculations at hospitals cause drug-dosage mistakes around one to two percent of the time.\(^\text{201}\) The error rate in such a context ought to be particularly concerning since in a hospital everyone is aware that a failure to take care may result in the immediate loss of life.

In the academic context, Ord and colleagues point to studies showing that 6.3 in 100,000 papers in the life sciences are retracted.\(^\text{202}\) Yet not all flaws in academic science work lead to retraction. Ord’s team also notes a study of the prestigious journals Nature and the British Medical Journal, which found flawed statistical results about 11% of the time.\(^\text{203}\)

While errors in the area of biology and medical sciences seem to be better studied, there are examples of notable errors in physics work as well.

The 1954 Castle Bravo thermonuclear “H-bomb” test conducted by the United States in the South Pacific Ocean is a historically

\(^{198}\) GARY TAUBES, NOBEL DREAMS: POWER, DECEIT, AND THE ULTIMATE EXPERIMENT 6 (1986).

\(^{199}\) Id.

\(^{200}\) Id. (quoting a colleague of Rubbia: “His numbers are what they are. They are usually wrong—but if they suit his purpose, nothing is wrong.”).

\(^{201}\) See Ord et al., supra note 123, at 7.

\(^{202}\) Id. at 4.

\(^{203}\) Id. at 7.
documented case of faulty physics work. Castle Bravo surprised civilian and military workers with a runaway explosion that yielded three times the force predicted.\textsuperscript{204} The device used an untried fusion fuel, an isotope of lithium called lithium-6.\textsuperscript{205} The unanticipated problem came from the fact that the bomb also contained a large portion of lithium-7, which scientists assumed was essentially inert in terms of the fusion reaction.\textsuperscript{206} Based on these beliefs, in constructing a model to predict the size of the explosion, physicists assumed that only lithium-6 would contribute to the fusion reaction; thus, they computed no contribution from lithium-7.\textsuperscript{207}

Yet as would be understood later, the impact of one neutron on a lithium-7 nucleus causes it to release two neutrons, adding to the burgeoning chain reaction.\textsuperscript{208} Even more crucially, the net loss of a neutron transforms the lithium-7 nucleus into lithium-6.\textsuperscript{209} Thus the “inert” ingredient was, in an instant, converted into potent fuel for the nuclear reaction.\textsuperscript{210}

Given their problematic assumption, physicists’ modeling of Castle Bravo deviated substantially from the real-world results. Instead of yielding a five-megaton explosion, the detonation ended up producing 15 megatons.\textsuperscript{211} Ships that were stationed at what was believed to be a safe distance away found themselves too close to the explosion’s supersized fireball and mushroom cloud.\textsuperscript{212} The mistake turned out to be lethal. A crewmember of a Japanese fishing vessel—operating in waters outside the U.S. Navy’s safety perimeter—was killed by radioactive fallout.\textsuperscript{213}

One might think that bomb-scientists would not make such a mistake twice. But a following test, Castle Romeo, was also three times the predicted yield because of the same erroneous assumptions in modeling.\textsuperscript{214}

The Castle Bravo and Castle Romeo disasters are powerful examples of unknown unknowns. Working at the leading edge of physics, scientists were able to construct a quantitative model for the behavior of chain-reacting nuclei undergoing fusion. But there was no way they could have meaningfully quantified the risk that their model

\textsuperscript{204} See id. at 9.
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\textsuperscript{213} Id. at 542.
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itself was wrong. Yet it was. These episodes are a powerful reminder that uncertain risk is real risk.

Constructively, the Castle Bravo and Castle Romeo examples point to how a court can conduct a meta-analysis of risk uncertainty in the context of leading-edge science experiments with alleged catastrophic potential. A court should look at how novel the modeling is, how many layers of assumption it uses, the complexity of its calculations, and the sources of its data.

3. Credulity and Neglect

Another category for evaluating, in a qualitative way, the acceptability of uncertain risk concerns to what extent there is a possibility for scientists to be too ready to believe a rosy view of potential dangers (credulity) and to not properly pay attention to signals that safety has not been adequately assured (neglect).

In general, people are irrational in making judgments about risk—something increasingly delineated by the study of behavioral economics. Cognitive biases that result in patterns of irrationality include myopia bias, which is the overvaluing of the here-and-now and undervaluing of the future; probability neglect, which comprises focusing unduly on sure losses and having less-than-warranted concern with unsure losses; and optimism bias, in which people tend to think that the future will reveal some costless way to undo or avoid hazards. Particularly relevant to leading-edge science-experiment catastrophes scenarios is availability bias, which causes people to undervalue the likelihood of things coming to pass that are hard to imagine and for which instances cannot be easily brought to mind. Indeed, a catastrophe caused by a synthetic black hole taxes the imagination like few things can.

There is an irony here. The observation that people are irrational about risk has often been used to justify relying on scientific experts for judging risk. That is, as opposed to letting generalist judges or lay juries reckon the risk for themselves. But the idea that scientific experts are somehow immune to cognitive biases is unfortunately wrong. Experts are indeed vulnerable to biased influences. As Dan Kahan and co-authors have written, “Like members of the general
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public, experts are inclined to form attitudes toward risk that best express their cultural vision.”

To form a qualitative assessment of the extent to which cultural vision could affect safety assessments about the risk of experiments, courts should look at the scientists’ organizational culture, as well as their community norms, group politics, and power dynamics. These human elements may provide reasons to be confident in or skeptical of the scientists’ judgments about the risk of their own experimental programs.

As a complement to looking at the cultural context, it will likely be of use to a court to look at the safety argument itself. This is because certain aspects of the scientists’ argument may be relevant in evaluating susceptibility to bias and cultural filtering.

Simple arguments for safety will, for instance, be more resistant to such biases and filters. No amount of bias or cultural filtering would, for example, cause someone to believe $2 + 2 = 5$. But the more complex the chain of reasoning involved, the more opportunity there is for judgment calls regarding what assumptions to make and what data to reference. That, in turn, means there is more room for bias and cultural influence that may undermine scientists’ own judgment about the riskiness of their experiments.

One can imagine readily applying this sort of analysis to the LHC/black-holes case. Some factors counseling skepticism of the risk assessment offered by CERN include the involvement of people with career stakes in the outcome of the assessment, the complexity of the safety case, and the fact that the assumptions and models used in the risk analysis require the exercise of discretionary judgment.

4. Lack of Independence; Conflicts of Interest

An additional category for courts to consider in a meta-analysis of uncertain risk is the potential for bias and influence in the risk assessment process that is brought about by a lack of independence and the existence of conflicts of interest. The relevant questions here revolve around to what extent the risk assessors are independent of the organizations and scientific communities whose risk is being assessed.

This kind of inquiry is indubitably within the competence of the judiciary. In fact, it is the bread-and-butter of trial courts. Showing bias or influence is a key means of impeaching the credibility of witnesses, which is an important consideration for factfinders trying
to decide among conflicting views of reality offered by opposing sides in a litigation.\textsuperscript{222}

Taking the LHC/black-hole question as an example, a reviewing court would want to look at whether risk assessment work was done by persons unaffiliated with CERN or other institutions with a stake in the matter. And courts would want to weigh the potential that risk assessors, regardless of institutional affiliation, might have a personal interest in whether the experiment were judged too risky to proceed.

Applying this perspective to the LHC suggests a court might deem the LHC risk assessment, in its current state, to be unpersuasive. The scientific work relied upon by CERN for demonstrating the LHC’s safety was not independent.\textsuperscript{223} As discussed, the work was done by employees of CERN or persons with close ties to the organization.\textsuperscript{224}

Indeed, in discussing questions of catastrophic risk from particle accelerator experiments, Cambridge University theoretical physicist Adrian Kent has raised concerns about safety analysts’ lack of independence,\textsuperscript{225} as has University of Roma–La Sapienza theoretical physicist Francesco Calogero.\textsuperscript{226}

5. Fraud, Lies, and Faked Results

While hopefully rare, there is in science the potential for out-and-out fraud and lying. It is hard to gauge how widespread deliberate deception may be in the experimental sciences. Fraud and lies are—by

\textsuperscript{222} Cf. Pennsylvania v. Ritchie, 480 U.S. 39, 62 (1987) (Blackmun, J., concurring) (“[O]ne of the primary purposes of cross-examination is to call into question a witness’ credibility. This purpose is often met when defense counsel can demonstrate that the witness is biased . . . .”).

\textsuperscript{223} See supra notes 107-110 and accompanying text.

\textsuperscript{224} See supra Section III.A.

\textsuperscript{225} See Adrian Kent, A Critical Look at Risk Assessment for Global Catastrophes, 24 RISK ANALYSIS 157, 157 (2004) (“Future policy on catastrophe risks would be more rational, and more deserving of public trust, if acceptable risk bounds were generally agreed upon ahead of time and if serious research on whether those bounds could indeed be guaranteed was carried out, well in advance of any hypothetically risky experiment, with the relevant debates involving experts with no stake in the experiments under consideration.”). It should be noted that Kent was focusing on the killer-strangelet planetary-collapse scenario, not black holes.

\textsuperscript{226} See Francesco Calogero, Might a Laboratory Experiment Destroy Planet Earth?, 25 INTERDISCIPLINARY SCI. REV. 191, 198 (2000) (writing with regard to strangelet-disaster risk scenarios, “[I]t is of course appropriate that, to the maximum extent possible, those who are assigned the task of making such evaluations should not be affected by any conflict of interest.”). As with Kent (supra note 225), Calogero was addressing the strangelet disaster scenario, not black holes. See also Marshall Chance Peterson, The Sancho Effect: Why the Large Hadron Collider Won’t Destroy the World, and How It Could Improve Science in the Courts, 54 JURIMETRICS 303, 316 (2014) (noting that with regard to the LHC “much of the safety review was performed by CERN employees, creating a significant risk of bias in the reviews”); Grant Wilson, Minimizing Global Catastrophic and Existential Risks from Emerging Technologies Through International Law, 31 VA. ENVT. L.J. 307, 338 (2013) (stating that the LHC risk issue “demonstrates that self-assessments of safety by scientists intimately involved with a project should be given additional review”).
their very nature—purposefully concealed. But at least some information on unethical conduct in particle-physics came to light through a book written by physics-trained journalist Gary Taubes concerning CERN physicist Carlo Rubbia, winner of the 1984 Nobel Prize in physics for leading the experimental program that discovered the W and Z bosons.

In the 1960s at CERN, Rubbia undertook an experiment to find a particle called the psi hyperon. The experiment failed. Yet Rubbia, undaunted, faked the results and reported concocted data at a CERN seminar. Taubes documented that Rubbia actually advised fellow physicists never to admit that an experiment had failed, as doing so could be detrimental to one’s career.

It is hard to know how common such instances of fakery are in particle physics, but when Taubes was working to confirm the account of Rubbia’s presentation of fake data, one famed physicist, Georges Charpak, told Taubes the Rubbia story was too trivial to mention, since the high-energy physics field is filled with similar stories.

Rubbia was also not above lying in order to be able to carry out an experiment in the first place. After management rejected his experiment proposals, Taubes documented that Rubbia would attach his apparatuses to test beams in order to carry out the unauthorized experiments he wanted to pursue. When questioned about his set-ups, Rubbia would explain that he was just checking his equipment. Taubes reports that colleague Charpak had a rosy gloss for this behavior as well, characterizing it as “proof of [Rubbia’s] love for the subject.”

If a scientist would fake results and lie in order to go forward with an experiment, it seems plausible that scientists could do the same to allay public fears and move ahead with an experimental project that has been in the works for decades and represents an investment of billions of dollars. To be very clear, when it comes to CERN and the LHC, there is not the slightest suggestion that anyone involved in the safety assessment work engaged in dishonesty. Moreover, institutions change over time, and CERN today is presumably quite different than CERN was in Rubbia’s day. But Rubbia’s chicanery, and the apparent
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wide-spread tolerance of it, is a stark reminder that leading-edge science experimentation is not somehow immune from the sorts of ambition-fueled moral failings that occur throughout society.

C. Taking Account of Differing Values and Stakes for Scientists and Nonscientists

In tandem with the methods I discussed immediately above for dealing with uncertainty, courts also need to take account of the differing values and stakes between scientists and nonscientists. We must first begin with the observation, which is straightforward once one thinks about it, that scientists have different interests than nonscientists. Both scientists and nonscientists, of course, value their lives and the existence of the planet. And both place a value on scientific discovery. Nonetheless, their priorities are very different. Particle physicists get a great deal of value out of high-energy accelerator experiments. The general public, by contrast, gets very little. As a result, and assuming everyone is well informed, it is to be expected that scientists will tolerate a larger level of catastrophic risk from the scientific enterprise than nonscientists would be comfortable with.

It is difficult to overstate the extent to which particle physicists desire the experimental exploration of the particle world. The careers and intellectual lives of particle physicists revolve around the big experiment of their generation. Theoretical particle physicist Sean Carroll has written emotively of how a vast number of scientists have devoted their entire working lives to small pieces of the mammoth effort to design, build, operate, and learn from particle accelerators. In discussing the particular need for the LHC, he wrote, "An entire generation of particle physicists has risen up the academic ladder from students to senior professors, all without having a single new phenomenon that they could discover or explain. The anticipation has been close to unbearable."

By contrast, the average person gets little out of particle-physics experimentation. Collider experiments are not aimed at discovering anything practical, and their technological spinoffs are serendipitous. Moreover, the field is esoteric and substantially incomprehensible to nearly everyone. Thus, notwithstanding the best efforts of science popularizers, non-physicist bystanders get relatively few benefits in terms of the joy of discovery—at least in comparison with the physicists themselves.
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As a result of the wildly different interests at stake, particle physicists can be expected to tolerate a much higher level of catastrophic risk from particle experiments than everyone else. This, of course, is a matter of logic and common sense. Yet there is actually a way to illuminate the issue quantitatively.

In 1999, a group of four elite physicists—including one Nobel Prize winner to-be—did a report on the question of the risk of strangelet catastrophe at the Brookhaven National Laboratory’s RHIC accelerator. Following the issuance of the report, the Brookhaven lab commenced operation of the RHIC. In the report, the scientists on the panel revealed that they would be comfortable with at least as much as a one-in-10,000 risk of destroying the Earth in order to have the experiment go forward. Specifically, they wrote that a one-in-10,000 risk of destroying the Earth—a probability ceiling indicated by one of their models—left “a comfortable margin of error.”

In fact, one imagines that this statement, had it been understood at the time, might have caused something of a media firestorm. Yet the numbers were stated in complicated mathematical terms that were undoubtedly opaque for most readers. Moreover, the “comfortable margin” statement was in a highly technical section of the report. Contemporaneous media reports in 1999 were oblivious to this, and instead focused on the panel’s bottom-line conclusory statement that the RHIC was not dangerous, in essence reporting the controversy to be over. The fact that the RHIC report opined a one-in-10,000 probability bound on the total destruction of Earth was “comfortable” was only deciphered a few years later by Cambridge physicist Adrian Kent. And at that point it seemed the news media had moved on.

What is clear is that the RHIC report authors’ ideas of acceptable risk were deeply out of step with the remainder of society. As a quantitative point of comparison, consider that government agencies dealing with environmental contamination or regulation of carcinogens frequently find risk to be on the border of acceptable and unacceptable when it is within a range of between a one-in-10,000 to
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a one-in-a-million chance of causing the death of just one person. A risk greater than one in 10,000—again, for a single fatality—has been considered generally unacceptable. By these standards, a maximum probability of one in 10,000 of killing every person on Earth should be manifestly unacceptable.

Another point of comparison for levels of acceptable risk comes from the particle physics field itself. When the risk is not environmental catastrophe, but rather the risk is being premature in declaring the discovery of a new particle, the statistical standard insisted upon is five-sigma. Translated into regular numbers, this means particle physicists will not deem it safe to announce the discovery of a new particle until there is less than a chance of about one in 3.5 million that they are wrong. Or more precisely, five sigma means there is less than about a one-in-3.5-million chance that their results were obtained because of randomness rather than underlying physical reality.

Suffice it to say that scientists and nonscientists assign very different valuations to science-experiment risk. And this is not merely true in the abstract—it is true even in hard, quantitative terms, as the RHIC report and the five-sigma standard show.

245. See, e.g., Adam Babich, Too Much Science in Environmental Law, 28 COLUM. J. ENVTL. L. 119, 152-53 (2003) (explaining that the Environmental Protection Agency (EPA) has used an acceptable risk range from a one-in-a-million to one-in-10,000 chance of an individual death); Matthew D. Adler, Against “Individual Risk”. A Sympathetic Critique of Risk Assessment, 153 U. PA. L. REV. 1121, 1122-23 (2005) (discussing the use of a one-in-a-million threshold in the EPA regulatory context of air pollution; noting the EPA’s acceptable risk range for Superfund cleanup is between one in 10,000 and one in 1 million for lifetime fatality risk for individuals with maximal exposure; and noting that the Food and Drug Administration (FDA) has traditionally used a one-in-a-million threshold for carcinogenic food constituents); Listing of D&C Orange No. 17 for Use in Externally Applied Drugs and Cosmetics, 51 Fed. Reg. 28,331, 28,345 (Aug. 7, 1986) (FDA stating that the “1 in 1 million level has become a benchmark in the evaluation of the safety of carcinogenic compounds administered to food-producing animals”). It should be pointed out, however, that agencies may find considerably higher levels of risk to be acceptable in certain contexts, such as where the benefits are seen to outweigh the risk. See, e.g., Frank B. Cross, Beyond Benzene: Establishing Principles for a Significance Threshold on Regulatable Risks of Cancer, 35 EMORY L. J. 1, 43 (1986) (describing how the Nuclear Regulatory Commission considered an increased chance of cancer from plant accidents of about 1.3 in 10,000 to be acceptable given the benefits of nuclear power).

246. See supra note 245.

247. See, e.g., Lincoln, Collider, supra note 34, at 150 (discussing a “semi-rigid set of rules” according to which, “[i]n order to say ‘we observed something,’ you must have 5 sigma evidence—this is an extremely high standard”); Jim Baggott, Higgs: THE INVENTION & DISCOVERY OF THE ‘GOD PARTICLE’ 196 (2012) (reporting that “to warrant declaration of a ‘discovery’, particle physicists actually demand five-sigma data, or confidence levels of 99.9999%”).

248. See Evelyn Lamb, 5 Sigma What’s That?, SCI. AM.: OBSERVATIONS (Jul. 17, 2012), https://blogs.scientificamerican.com/observations/five-sigma-whats-that/ [https://perma.cc/4W77-PSM6] (“In short, five-sigma corresponds to a p-value, or probability, of 3 x 10^-5, or about 1 in 3.5 million. This is not the probability that the Higgs boson does or doesn’t exist; rather, it is the probability that if the particle does not exist, the data that CERN scientists collected in Geneva, Switzerland, would be at least as extreme as what they observed.”).
D. Testing Opinions Analogically

One particular technique that courts can use to undertake a probing qualitative analysis—a shortcut to evaluating the trustworthiness of scientists’ assurances—is to compare assessments physicists have made of the safety of their own experiments with their assessments in areas outside their own sphere of self-interest.

A simple example comes from Stephen Hawking, who opined that the LHC is “absolutely safe.”249 Yet speaking outside of the context of LHC safety, he wrote that it is plausible that current physics theory may someday be regarded “as ridiculous as a tower of turtles.”250 Given Hawking’s understanding that today’s physics theory might not endure, one might find some reason to doubt his ironclad conclusion about LHC safety.

A better example of conflicting views on risk, one with richer detail, is the writing that well-known particle physicist Lisa Randall has done about risk issues with regard to the LHC and with regard to the economic impact of financial derivatives trading.

Randall is a proponent of the LHC, saying that the risk of the accelerator generating dangerous black holes is “essentially nonexistent.”251 Notably, she does admit that some uncertainties are involved when it comes to the question of accelerator-created black holes.252 Yet Randall’s bottom-line assessment is that uncertainties in the LHC/black-hole risk question can be safely ignored:

Luckily for our search for understanding, we are extremely certain that the probability of producing dangerous black holes is minuscule. We don’t know the precise numerical probability for a catastrophic outcome, but we don’t need to because it’s so negligible. Any event that won’t happen even once in the lifetime of the universe can be safely ignored.253
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It is interesting to compare Randall’s thinking about the LHC/black-hole question to how she views risk in the financial system. Randall advocates additional regulation for the financial system. Why? She urges that attention should be paid even to unlikely outcomes if the harm would be very large. With insight that could easily be applied to the black hole case, she writes:

The financial crisis happened because of events that were outside the range of what the experts had taken into account... Virtually no one paid attention to the “unlikely” events that precipitated the crisis. Risks that might otherwise have been apparent therefore never came up for consideration. But even unlikely events need to be considered when they can have significant enough impact. . . .

On top of the calculational problems and hidden prejudices buried in . . . underlying assumptions, many practical policy decisions involve unknown unknowns . . . . This can make any prediction attempts—that will inevitably fail to factor in these unknowns—completely moot. 254

Similarly, Randall explains why we cannot rely on experts in the realm of finance and economics:

After all, “experts” told us that derivatives were a way of minimizing risk, not creating potential crises. “Expert” economists told us that deregulation was essential to the competitiveness of American business, not to the potential downfall of the American economy. . . .

Clearly experts can be shortsighted. And experts can have conflicts of interest. 255

Yet Randall exempts particle physicists from such fallibility—despite the fact that physicists can be notably shortsighted. Recall that in 1999 physicists prematurely declared that present-day accelerators could not have enough energy to create black holes—only to be undermined by evolving theory a couple years later. And physicists, of course, can have conflicts of interest. Recall that CERN’s safety assessment was done by people employed by or connected with CERN. 256

Randall seems to appreciate the tension in her views. She writes, “Yet despite my confidence that it was okay to rely on experts when evaluating potential risks from the LHC, I recognize the potential limitations of this strategy and don’t know quite how to address them.” 257
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CONCLUSION

This Article has sought to demonstrate that courts can deal sensibly and constructively with unknown unknowns—even in the intensely challenging context of leading-edge science experiment risk. To be analytically rigorous in the face of quantitative uncertainty, courts must embrace a qualitative way of looking at risk—a rough figuring of factors—which corresponds with the kind of qualitative reasoning that courts apply in the more prosaic kinds of cases they encounter every day. Such a qualitative way of dealing with risk is vastly preferable to the alternative, which is to plug uncertain numbers into a cost-benefit formula, a practice that has the unfortunate effect of multiplying uncertainty to produce meaningless results that take on an aura of quantitative precision.

Such a conclusion may be surprising and counterintuitive. After all, we live in an era of big data and massive computational power. Increasingly, quantitative sophistication is thought of as the go-to solution for intractable problems. Thus, it might seem to be a step backward to embrace qualitative reasoning in lieu of quantitative analysis. But when the inputs are uncertain—as they are with catastrophe risks posed by leading-edge science research—we really have no choice. Quantitative sophistication offers an illusory allure. Qualitative analysis, though less neat, offers a principled, honest way forward.

To be rigorous, qualitative analysis of uncertain risks should, as discussed in this Article, look to considerations such as the pace of progress in the relevant scientific field, the social context in which scientists operate, the existence of conflicts of interest, and the potential for cognitive biases that could affect the conclusions of scientists with regard to the safety of their own experiments.

The prescriptions set out in this Article for dealing with uncertainty in the science-experiment context may have considerable relevance elsewhere. It may be useful, for instance, to apply the qualitative meta-analysis advanced in this Article to questions of risk in financial-market regulation, pharmaceutical regulation, and other areas bedeviled by unknown unknowns. Wherever uncertain inputs meet long odds, quantitative meaninglessness can result, making principled qualitative meta-analysis a potentially useful tool. This Article has sought to contribute to the broader conversation about uncertain risk across all areas of the law by taking leading-edge experimental science as the hard case.

Yet the fact that science experimentation is a hard case is not the only or even the primary reason to focus on it in the context of uncertain risk. The most compelling reason for concentrating attention in this area has to do with how scientists go about exploring and advancing our knowledge of the natural world: They poke and prod.
And to explore the most fundamental aspects of nature, scientists manipulate nature in fundamental ways. It follows that low-probability/high-harm catastrophe scenarios wind up as a recurrent feature of leading-edge research.

In years to come, scientists will be pushing into many areas where no one will have a complete handle on what might go wrong—including, for instance, artificial intelligence research, nanotechnology, and the genetic manipulation of pathogens. Many areas of research will raise the prospect of potential cataclysmic harm. We can expect that scientists will only push ahead where the likelihood of catastrophe from any given experiment seems small. But the law must consider the long view: With many scientists from many fields working over the course of many years, the occurrence of some planet-wide disaster is not at all far-fetched. Thus, the law and the courts should take it as their duty to face head on the conundrums of science-experiment risk.

In sum, we must accept the fact that it is in our nature as humans to push the frontiers of our understanding. And we must accept as well that we can be mistake-prone and shortsighted in doing so. Acknowledging our inability to turn uncertainty into certainty is the first step toward being prudent and rational when it comes to uncertain risks of leading-edge science research. Taking up intelligent means of handling such uncertainty must be the next step.