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ABSTRACT

As states cut funding for universities, universities in turn are seeking out new ways to diversify revenues. Concurrently, universities are struggling with losing students after their freshman year. Using student data and data analytics to predict which students are at risk of dropping out seems like an easy solution to the problem. Once identified through data mining, universities can target these at-risk students to retain them. In doing so, the university ensures it does not lose tuition from those at-risk students. However, universities fail to consider the privacy concerns that arise by bringing big data to college campuses.

Student autonomy and student choice suffer from the use of big data at a university. The use of big data then creates an environment of surveillance, which impacts students’ learning. Further, big data impairs students’ ability to innovate. Privacy violations contravene a university’s mission and purpose; thus, privacy harms are something universities should care about.

Universities could self-regulate to protect student privacy, but this seems unlikely because universities have no incentive to stop data mining. Additionally, the current regulatory regime is unprepared to address the harms caused by big data. The shortcomings of the federal statutory regime are particularly salient when contrasted with other regimes, such as the California Consumer Privacy Act and the European Union’s General Data Privacy Regulations. This Note proposes ways to fix the current regulatory regime, along with recommending new legislation that would provide privacy to students.

INTRODUCTION ................................................................. 560
I. THE APPEAL OF BIG DATA................................................. 563
   A. How Is Big Data Used on College Campuses? ............... 563
   B. Who Analyzes the Data? ........................................... 565
   C. Why Use Big Data? .................................................. 566
II. WHY PRIVACY MATTERS................................................. 568
INTRODUCTION

Big data is everywhere today. One cannot go anywhere on the Internet without experiencing it in the form of targeted advertising.\(^1\) For example, users will be tracked on 91% of the top one million websites.\(^2\) As big data has swept across the commercial landscape, its proposed usefulness at predicting consumer behavior has become common knowledge. Given its widespread use in the business world, it should come as no surprise that colleges and universities have also decided to harness the power of data analytics. Universities struggle to retain students, and firms offer data analytics to help. However, the widespread use of big data on college campuses is creating more issues than it is solving.

First, big data is taking away student choice and the ability to develop autonomy. Second, the environment of surveillance created by the use of big data on college campuses may change the way that students learn. These changes may impair students' ability to become functioning members of democratic society. Third, big data takes away


\(^{2}\) Id.
creative ability to innovate. Fourth, the surveillance environment pushes students to conform with the majority. Further, the use of big data to generate predictive algorithms often perpetuates previous biases, impinging on the rights of protected classes.

In 2016, Mount St. Mary’s University in Maryland made the national news for its use of big data. The school’s administrators decided to use big data analytics to track freshman students who were not happy at the school. The school identified these students by administering a survey to freshmen and tracking whether they were going to on-campus events and attending classes. The survey was given to students under the guise that it was a valuable tool to help students find what motivates them to succeed in school. However, this was not the true motive behind the survey. The lack of transparency with the students became obvious after the revelation that the university president stated that he wanted to use the survey information to remove a number of students prior to the school’s deadline to report enrollment data to the federal government. By doing so, the school would artificially boost retention rates for the year by four to five percent. In fact, the president is quoted to have said that professors “think of the students as cuddly bunnies, but you can’t. You just have to drown the bunnies.” Without the use of big data, the school would have to wait until the first round of grades were released, roughly six weeks into the semester, to identify struggling students. The fact that big data provides the ability to identify students to kick out before they have even finished their first six weeks of college is troubling.

Currently, the Family Educational Rights and Privacy Act (“FERPA”) governs student privacy at universities. FERPA works in conjunction with a set of Department of Education rules, which provide definitions and fill gaps. However, this regulatory regime is inadequate to protect students from the use of big data on college campuses. Currently, FERPA does not regulate these uses of student data. Further, exceptions to the consensual disclosure requirement allow universities to share student data with third parties. On top of
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the inadequate protections, this regulatory regime provides limited procedural rights to students in the event a university violates FERPA. Ultimately, the decision to enforce a violation is up to the Department of Education. The loopholes and lack of remedies leave students virtually helpless against universities’ big data use.

The inadequacies of the federal privacy regime in protecting students are even more apparent when contrasted with state and European data privacy protections. For example, the California Consumer Privacy Act grants more rights to individuals to be free from big data processing. The European Union’s General Data Protection Regulations provides EU citizens the right to be free from automated decision-making, which lessens the ability to use big data. These regimes highlight the types of protections that would empower students.

Part I discusses several troubling examples of big data surveillance at universities across the country, illustrating the power of big data predictions and the potential to be misused. Additionally, Part I explains why funding shortfalls leave so many universities with little choice but to implement big data practices.

Part II will discuss the harm to students that arise from the persistent use of big data at universities. This part will look at the underlying legal tradition that gives rise to Professor Julie Cohen’s autonomy-based view of the importance of privacy. It will also address the psychological benefits of privacy over surveillance, particularly relevant in the university setting. Next, it will compare the university setting to the employment setting and discuss the issues that have manifested there. Lastly, this part addresses forms of privacy models that universities may seek to implement, which are likely inadequate to remedy the harms being wrought by big data.

Part III considers non-regulatory measures that could be implemented to protect student privacy. Next, this part reviews the current framework of statutory privacy protections for college students and its shortcomings. Amendments to this statutory framework are then proposed, along with a discussion of potential rulemaking. This part concludes with a review of the protections offered by the California Consumer Privacy Act and the European Union’s General Data Privacy Regulations.

16. CAL. CIV. CODE § 1798.100 (West 2020).
I. THE APPEAL OF BIG DATA

Funding changes have left state universities anxious to retain students and concerned about budget shortfalls. Universities have turned to technology vendors who offer a possible solution to both problems. The technology vendors gather students’ location information and mine the resultant data. Universities may conclude that the benefits of this surveillance outweigh the costs. This part describes the perceived benefits. The next part explains costs to privacy and autonomy.

A. How Is Big Data Used on College Campuses?

Mount St. Mary’s improper use of big data is not an isolated incident. The University of Arizona also uses big data in an attempt to identify struggling freshmen. A professor in the university’s Eller College of Management led a research project at the university’s Center for Business Intelligence and Analytics to analyze freshman students’ ID card swipes to learn about students’ routines and relationships, all under the guise of determining which students are most likely to return to campus after freshman year.19

Traditionally, when big data is used on college campuses, factors such as academic performance and demographic information are analyzed to determine the risk of dropping out.20 However, the University of Arizona decided to take a different approach. The aforementioned professor pulled the timestamp and location information from each card swipe and analyzed it to determine social interactions.21 Three years of freshman data were analyzed to create large network maps, allowing the professor and her team to determine not only which students interacted with each other, but for how long.22 The interactions were monitored over a twelve-week period to determine the size of the students’ social networks, whether the network grew or shrunk, and if the connections grew in strength.23 The data was also analyzed to determine the students’ routines, specifically if the student had a regular school-week routine.24 The study determined that the less social interaction and routine, the more likely the student was to drop out.25 While this research has not yet been incorporated into the university’s predictive work, it likely will be soon.26 The university next hopes to analyze students’ Wi-Fi
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connections. The university justified the ID swipe study’s gathering of intensely personal data by noting that the data was anonymized and only shared with the individual student’s advisor. However, the fact that this information can be gathered at all serves to create a state of pervasive monitoring and surveillance on college campuses that engage in this sort of behavior.

Anonymization is not enough to protect privacy. In 2007, researchers from the University of Texas at Austin successfully de-anonymized Netflix data by comparing movie rankings of Netflix customers to movie rankings entered by individuals on Internet Movie Database (“IMDb”). The researchers demonstrated that the process of de-anonymization was not hard, nor did it require lots of data. Using the rating information Netflix released, researchers referenced IMDb to find Netflix users who also entered movie rankings there. Another example comes from the de-anonymization of medical records. In 2016, Australia released 2.9 million people’s anonymized data, including medical billing records. After the release, researchers from the University of Melbourne were able to identify people by comparing the released information to publicly available datasets. These examples illustrate that anonymization is a fragile privacy protection at best.

Many schools are following a similar path. Virginia Commonwealth University implemented a program in 2019 to analyze students’ Wi-Fi connectivity to determine whether students were attending class. When a student logged into the university’s Wi-Fi, the university recorded the timestamp and location information. This data was then compared to the students’ class times to determine if the students attended those classes. Similarly, the University of North Carolina implemented a program for student athletes that utilizes Bluetooth.
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technology to determine class attendance. The technology requires the student athletes to download an app which connects to a transmitted Bluetooth signal from the classroom to determine attendance.

Yet another troubling example comes from the University of Texas at Dallas. In April of 2019, the student newspaper reported that the school would be installing Amazon Echo Dots in one of the residence halls to give students easy access to campus information. The newspaper noted that if the pilot program worked, the Echo Dots would be installed in all residence halls. Echo Dots already have concerning privacy implications. One Echo Dot user in London reported coming home to find his Echo Dot regurgitating previous commands, while another user in Germany randomly received approximately 1,700 audio files from someone else’s Echo Dot, including enough information to find the inadvertent sender and his girlfriend’s locations. A user in Portland, Oregon discovered her Echo Dot sent a recording of a private conversation to one of her husband’s employees. These stories allow one to easily conjure up a scenario where conversations in student dorm rooms are sent to school employees. As discussed in Part II, this harms students by threatening their autonomy, which in turn threatens the ability to learn and make decisions.

B. Who Analyzes the Data?

While most universities have the capabilities to analyze gathered data, universities typically contract with third parties for this service. Colleges have a wide range of companies to choose from when selecting a big data analytics provider. The nonprofit Educause, which pushes for the use of information technology in higher education, plays a role in connecting universities with these providers. At Educause’s annual conference in 2019, more than 275 data analytics companies
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were present. 45 While attending the conference, university administrators had the opportunity to hear sales pitches from these companies and select those that appealed to their specific university. 46 Unsurprisingly, all the companies have a common theme: they claim that they will help save the university money and prevent student drop-out. 47 The shared vision of the companies is to create data profiles of students before they arrive on campus and even allow tracking after the student has graduated. 48 All companies claim efficiency as the payout for purchasing their products. 49 In fact, if a university were to buy all of the tools sold at the conference, the school could track just about every move of the students and professors, all justified by efficiency. 50

By contracting with third-party vendors for services that process student data, universities create second level privacy concerns. A university that uses third-party services must ensure that when contracting with these companies, it knows exactly what the company is doing with the student data. A university should ensure that the third party is unable to sell student information. Additionally, universities should plan for possible data breaches with these outside vendors. Sending student information to a third party creates another opportunity for unauthorized access, such as an unauthorized party gaining access to students' personal information. The potential for harm to students far outweighs any benefit to universities. In the rush for big data in higher education, student privacy should not just be a peripheral concern.

C. Why Use Big Data?

As individual states cut funding for universities, universities are getting creative with ways to generate revenue; big data represents a way to diversify income streams for universities. 51 The primary purpose cited by universities for bringing big data to college campuses is the perennial problem of freshman retention rates and student success. 52 One reason freshman retention is an issue for universities is that it plays an important role in the way that colleges are ranked nationally and the university's overall reputation. 53 It presents challenges for the universities because freshmen who decide to leave
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college typically decide to do so within the first twelve weeks of a semester. Thus, universities view big data as a way to monitor student behavior before grades are released for the semester, which is the traditional means of monitoring at-risk students. For example, Educause pushes for the use of big data at universities as a means of understanding students to improve student recruiting, institutional efficiency, and cost effectiveness. Educause and private data analytics companies market big data as a means to “save higher education.” These marketing efforts are working, as universities are buying into big data to save money.

The push for big data also comes at a time when states have cut funding for higher education. Concurrently, university enrollment is decreasing as a result of rising tuition costs and inability to get federal grants and loans. These factors make it crucial for schools to retain current students in order to benefit the bottom line. While it is likely student success does play a role in incorporating big data into the university, monetary considerations are certainly a big factor. To be sure, universities are in a tough place financially to make up for money that they are no longer receiving due to these cuts in state funding and decreasing enrollment. Given that rising tuition is a factor in the decrease in enrollment, the solution is not to continue increasing tuition to raise funds. However, while sympathetic to the universities’ plight, revenue should not come at the expense of student privacy and autonomy and lead to the creation of an environment of surveillance on college campuses. Privacy will allow students to learn in ways that an environment of surveillance will not.

Universities have legitimate reasons for collecting and processing big data at their campuses. Student retention is important. However, as the Mount St. Mary’s story illustrates, universities are able to cite admirable goals as the reasoning behind big data use while actually using the data for purposes that are not beneficial to the students. The story highlights both that universities’ intentions do not always align
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61. This is particularly true in light of COVID-19 and the impact the pandemic had on higher education. In fact, fall 2020 enrollment declined by 2.5%, which is twice as much as fall 2019. Madeline St. Amour, Few Positives in Final Fall Enrollment Numbers, INSIDE HIGHER ED (Feb. 28, 2020 4:42 PM), https://www.insidehighered.com/news/2020/12/17/final-fall-enrollment-numbers-show-pandemics-full-impact [https://perma.cc/LK3G-UP6G]. While not the focus of this Note, it will be interesting to see how the new consideration of the pandemic influences student privacy.
with the students' best interests and the discretion university administrators have in deciding how to use the data is an issue. Ultimately, this data gives administrators huge amounts of potentially personal data about students. The ability to determine students' routines and with whom a student spends time is a lot of power. Granting privacy rights to students will take this power out of the hands of administration. The next part explains why students should recover that power.

II. Why Privacy Matters

Students need privacy. In particular, privacy facilitates the development of autonomy. The benefits of autonomy include non-conformity, self-governance, and innovation. This part shows how surveillance impairs autonomy. The harm caused by surveillance is not just felt in the university setting. The use of artificial intelligence in hiring decisions highlights additional harms that will arise from the use of big data. Moreover, pay-for-privacy models will not fix the privacy issues at universities.

A. The Need for Autonomy

The university setting highlights the impact of technology in privacy. College freshmen embark on a journey not just to learn in academic classroom settings, but also to get involved in on-campus organizations and activities to discover hidden passions and gain fulfillment. As a result, college is a formative time in an individual's life. Pervasive surveillance of college students is not a simply an annoyance. In fact, the form of surveillance described in Part I can have long term impacts on students and society. In the United States, we value autonomy and the freedom to make our own choices. However, as Julie Cohen notes, “Autonomous individuals do not spring full-blown from the womb.”62 A crucial feature of autonomy is the ability to process information and use that information to make determinations about the world.63 By default, autonomy is the independence to think for oneself, free of outside influence.64 Thus, autonomy is dependent on the environment in which it is fostered.65 The ability to think autonomously is necessary to yield productive members of society. In fact, research has shown autonomy to be a crucial factor in workplace productivity but requires development to exist.66 An environment which fosters autonomy is one in which
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individuals are free to deliberately and thoughtfully construct themselves.67

The idea that autonomy is important in shaping society is not a new one. America’s founders were ideologically influenced by John Locke, who viewed laws as a way to preserve individual liberties.68 Locke also believed that personal freedom was needed for “even that minimum development of his natural faculties.”69 Locke’s beliefs regarding personal freedom are reflected in the Declaration of Independence,70 as well as the Bill of Rights.71 Autonomy has thus been a key part of political theory since the inception of the United States.72 Thus, “autonomy comports with important values concerning the fair and just treatment of individuals within society.”73 Philosopher Immanuel Kant also influenced American philosophical tradition with beliefs that still play an important role today. Kant’s philosophy emphasizes respect for dignity of persons and requires commitment to not only egalitarianism principles, but to egalitarian practice as well.74 Thus, the importance of autonomy for human development was understood by the Framers and those whose legal theories provided the basic rationales for our constitutional system of government.

1. Psychological Justifications for Autonomy

Today, principles of psychology shed light on why autonomy is essential for humans.75 First, research shows that a positive relationship exists between individual choice and achievement of goals.76 Professor Bruce Winick provides the example of patient response to medical treatment to illustrate the health benefit from buy-in.77 Patients who are not allowed to participate in treatment decisions tend to fail to comply with their physicians’ medical advice.78 Conversely, when patients have the ability to choose between alternative treatments, there is a greater likelihood of successful treatment.79 Professor Winick notes that this positive relationship is applicable in the educational context.80 Conscious goal-setting by an
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individual is indispensable to achieving that goal, which is directly applicable in the educational context. Thus, individual goal-setting in the context of education is crucial to achieving those educational goals. This theory is backed by empirical research, which found that when a student made a choice about education, the student worked “harder, faster, and react[ed] more positively to the situation than when they [were] unable to make such choices.” When schools utilize big data to push students in the way that the school wishes the students go, the school acts contrary to this psychological theory, reducing the students’ ability to set and achieve their own academic goals and perhaps undermining educational goals.

The ability to make choices and set goals gives an individual a sense of competence, which is considered a prerequisite for sound psychological health. Psychologist Edward Deci argues that self-determination is an essential human need, and studies show that taking away individual choice decreases motivation and a desire to learn. In fact, the ability to choose is a necessary intrinsic motivation. By utilizing big data in the educational context, universities are undermining autonomy to make educational choices, which in turn is taking away students’ sense of competence. Without this, the environment of surveillance on university campuses is undermining students’ psychological health.

Creating an environment in which autonomy can grow provides tangible benefits to students at institutions of higher education. These benefits are something that administrators should value as well, as these benefits are part of a university’s mission. Autonomy as unmonitored choice creates diversity in speech and behavior, including political and intellectual speech or associations that may be unpopular. However, the ability to make unmonitored choices goes beyond these behaviors. Individuals experiment with preferences of every type of behavior that a person may exhibit. This process of learning is vital to formulating the self, particularly for college-aged individuals. Without privacy, there is no opportunity for individuals to engage in “meaningful reflection, conversation, and debate about...”
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the grounds for embracing, escaping, and modifying particular identities.\textsuperscript{91} It is helpful to compare the benefits of privacy in information with privacy rights from physical visual surveillance, as discussed in the next section.\textsuperscript{92}

2. Surveillance Harms

Pervasive surveillance on college campuses injures students in ways that exceed the invasion of students’ location information. The value in being free from surveillance in physical spaces means that there is a space in which an individual may be unobserved and provide a place to be free from society.\textsuperscript{93} Invading this form of privacy crosses an emotional boundary.\textsuperscript{94} These same values apply with equal force to privacy in information, which is also violated by pervasive surveillance.\textsuperscript{95} The problem with pervasive surveillance is that it not only dissolves boundaries, but also collects information from any student activity that generates records.\textsuperscript{96} In turn, the aggregation of information collection paints a picture of the students’ lives that includes intimate details.\textsuperscript{97} This form of surveillance does not turn on whether the students are in private or public, making it far more pervasive than visual surveillance.\textsuperscript{98}

An environment of surveillance, which eliminates privacy, changes the way students will learn.\textsuperscript{99} Not only will students learn differently, but “the experience of being watched will constrain, ex ante, the acceptable spectrum of belief and behavior.”\textsuperscript{100} In fact, the field of cognitive psychology produced research that indicates a lack of privacy makes people less likely to experiment or seek out help.\textsuperscript{101} The result is that students will be inclined to make choices that are more mainstream and less out-of-the-box, as every move will be surveilled.\textsuperscript{102} The out-of-the-box thinkers will slowly shift towards mainstream ideas and a valuable portion of society will be lost as result.\textsuperscript{103}

A trend toward conformity would cut against American legal tradition, as out-of-the-box thinkers are responsible for major reforms throughout history.\textsuperscript{104} Without privacy, pervasive surveillance will
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dampen any desire for thinking that does not accord with the
mainstream. The reason privacy is so important is that it will allow
for autonomy, which allows individuals to make choices about
themselves—even when open to outside influence. The ability to
make choices surrounded by others is an essential element of
autonomy, as no one makes decisions without the influence of outside
factors. The exercise of autonomy allows individuals to shape their
lives by the choices they make. However, threats that influence a
person’s “reasoning process” shape the way decisions are made and,
thus, dictate autonomy. An influence that takes over the way a
person thinks and produces a different outcome changes the way
learning occurs.

The ability to think outside the box and make individualized choices
despite outside influence is particularly important within the
university context. Students are barraged with information and
choices in college, both personal and educational. Students may take a
required class within their major and do poorly or hate it, prompting
a decision about whether they should change their major. Or a student
may join an on-campus organization that causes the student to reflect
on personal beliefs. Within an environment of surveillance, these
formative choices may no longer occur. However, with privacy and
personal space, students can reason through choices that must be
made while in college, all while learning in a way that produces
capable individuals who can contribute to society.

A case from the Court of Appeals of Georgia provides a useful
illustration of how surveillance changes behavior. Anderson v.
Mergenhagen involved the harassment of a wife. The wife argued
that for almost two years the boyfriend of her husband’s ex-wife
followed her while taking pictures, making gestures, and ensuring the
wife knew he was there. This surveillance caused the new wife
to change her behavior, as she was too scared to even go to her
community pool. Another such incident led the new wife to cut short
her walks with her children, as he would follow her in his car taking
pictures. These incidents occurred monthly, consistently requiring
the new wife to change her routines and behavior to avoid being
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surveilled by the ex-wife's boyfriend. On appeal, the court held that the lower court incorrectly granted summary judgment in favor of defendant. The court noted that the right to privacy is an essential and fundamental principle. Moreover, the court explained that the tort of intrusion upon seclusion requires an unreasonable intrusion that would be offensive to a reasonable person. The court held that even a relatively harmless activity can become tortious with repetition, especially once the repeated activity becomes a substantial burden to a plaintiff's existence. Thus, even surveillance while in public can be tortious when it is enough to repeatedly frighten the wife and cause her to change her behavior. While an extreme example, the case demonstrates that persistent surveillance leads individuals to change their behaviors.

B. Benefits of Autonomy and Privacy

Autonomy and privacy produce distinct benefits. First, autonomy and privacy lead to self-governance. Self-governance is necessary for democracy. Thus, autonomy at universities is required to further democracy. A second benefit of autonomy and privacy is non-conformity. Without surveillance, individuals are free to think without the pressure of following the majority. Lastly, innovation is a benefit of autonomy and privacy. Without big data, universities will create an environment allowing students to innovate.

1. Self-Governance

Self-governance is a distinct benefit of autonomy, which is the backbone of democracy. If individuals are to meaningfully participate in democracy, whether that be politically, socially, or economically, independent choice must occur. However, constant surveillance chills the political experimentation that is needed to form political preferences. For meaningful discussion in democracy, individuals must be able to find personal definitions of self in private and “(if one desires) to keep distinct social, commercial, and political associations separate from one another.” To further the goals of democracy, individuals must be capable of self-governance. However, colleges and universities that engage in surveillance
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undermine society as a whole and, specifically, democracy by impairing students’ ability to learn self-governance.127

The impact of surveillance on democratic citizens is shown through examination of the economic and political institutions that are part of democracy.128 Practices of democratic citizens include voting and public debate of issues, which are learned traits of citizens.129 Capacity for citizenship is shaped by political and economic institutions in the way that rhythms and norms are learned traits that are internalized to become behavior.130 As surveillance becomes an ordinary feature, it gains even greater power.131 The power of surveillance denies individuals the opportunity to develop habits of mind that are required for critical citizenship in a democratic society.132 By creating an environment of surveillance with little privacy for students, colleges are reducing space for students to think critically. Affording students privacy provides students with opportunities to learn self-governance and, ultimately, contribute to democracy. Without privacy, over time, “[t]he liberal democratic society will cease to be a realistic aspiration unless serious attention is given to the conditions that produce (aspiring) liberal selves.”133 Critical thinking is not only important for self-governance, but also necessary to allow space for the minority to express an opinion. As shown in the next section, minority groups are critical for democratic problem-solving.

2. Non-Conformity

Julie Cohen is not alone in the belief that surveillance impacts the way society learns. As Professor Neil Richards explains, surveillance threatens the value of “intellectual privacy.”134 Intellectual privacy is a theory based on the belief that “new ideas often develop best away from the intense scrutiny of public exposure; that people should be able to make up their minds at times and places of their own choosing.”135 Crucial to the theory is the idea that the ability to think freely is completely necessary for a free society.136 When activities that generate beliefs and ideas are surveilled, the generation of ideas is negatively impacted.137 “[I]ntellectual diversity and eccentric individuality” need to be protected.138 When there is surveillance,
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individuals are more likely to follow the mainstream. Surveillance deters activity that may be viewed as deviant.

Privacy can shield belief-forming activities from surveillance so that the exchange of ideas is fostered. This justification of privacy has its roots in First Amendment doctrine and the concerns of a chilling effect. The justification is that if the formation of beliefs and individuality is important under the First Amendment, surveillance that impacts the same sort of behavior should be frowned upon.

The chilling effects recognized under the First Amendment have roots in social psychology. Professor Margot Kaminski and attorney Shane Witnov explain the interplay between the negative impact of surveillance and its chilling effect, formulating what they call the “conforming effect.” While a chilling effect may be a product of surveillance, they believe the more subtle and pernicious effect is the conforming effect, which affects decision-making without individuals' awareness of its influence. Social psychology shows that group behavior strongly influences individual behavior, with long-lasting effect on beliefs. Further, behavior can be influenced with just a suggestion that it is being observed and often without realization that behavior is influenced. The impact of surveillance can also be so profound as to influence the decision on what to read or whether to explore a new topic. Thus, the conforming effect requires no awareness by the individual that they are being influenced.

There are two identified types of conforming behavior. Private conformity occurs when other people cause an individual to change personal behavior to conform to group behavior, while public conformity is when the person acts like the rest of the group but does not change beliefs to align with the group. For example, researchers
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conducted a study of alcohol use and perception on a college campus. The results found that, on average, males students were far less comfortable with alcohol use on campus than students perceived the average student to be. The actual comfort level with alcohol on campus was not as high as students believed it to be. However, as a result of the perception that comfort level was higher, the students tended to shift thoughts toward that perceived norm over time. This study illustrates that even the perception of majority norms forces conformity with those norms.

Another example points more directly to the effects of surveillance on conformity. In the 1970s, in an experiment conducted at University of California Los Angeles, researchers asked students to give a short talk on marijuana possession and whether small quantities should be a misdemeanor and large quantities a felony. All students were told they would be videotaped, with about half the students told that copies would be given to law enforcement. Of those told that tapes would be given to law enforcement, only a small subset was actually taped. The others were told that the camera was broken and would instead just be voice recorded, which would not be shared with law enforcement. Prior to the talk, the students were split evenly about agreement with the statement. After the experiment, however, only 44% of those in the video surveillance group advocated for legalization of marijuana, yet 73% of those in the non-surveillance group advocated for it. Even those who were first told they would be videotaped and later told they would not be videotaped remained influenced by the threat of surveillance. The researchers concluded that the threat of surveillance was a powerful behavioral influence, even when the threat was not realized. Additionally, the students, whether surveilled or not, reported honest performance and stated that surveillance did not influence statements. However, the results pointed to strong conformance with knowledge of surveillance.
result was that political speech about marijuana legalization was chilled by mere threat of surveillance.\textsuperscript{169}

The chilling of activity is just the beginning of the harms wrought by the conforming effect.\textsuperscript{170} The conforming effect greatly influences the undecided individual.\textsuperscript{171} This is particularly troubling in the context of big data surveillance by colleges. While learning in college, students may be undecided on any number of issues, political or social. The influence of surveillance on an undecided college student means that the student will trend toward the conforming behavior or beliefs of the majority. The more uncertain the student is, the more susceptible to influence that person is.\textsuperscript{172} The powerful impact of surveillance is detrimental to individual thought at such a formative time in a person's life. Additionally, surveillance can increase anxiety and unease, which in turn impacts cognitive abilities.\textsuperscript{173} The aforementioned University of California at Los Angeles study reported that the students who were told they were being surveilled scored higher in anxiety and inhabitation factors.\textsuperscript{174}

Yet another harm of surveillance is that it also weakens the influence of minority ideas.\textsuperscript{175} Minority influence requires critical thought and creative thinking and, even when ultimately unsupported, contributes to finding new solutions to problems.\textsuperscript{176} However, a 2014 Pew Research Center study found that people are less likely to speak up on issues in public if they believe they are in the minority.\textsuperscript{177} Surveillance makes people feel more sensitive about being in the minority and, in turn, more reluctant to share opinions.\textsuperscript{178} An environment of surveillance makes it much harder to commit to the minority position.\textsuperscript{179} These harms can be felt by college students as they make choices about who they are and what they believe in while in college. Privacy would allow students to be free from the conforming effect and give students the ability to be in the minority, if they so choose, without fear of the majority. Privacy would also allow students to make the decisions without additional anxiety or unease, which is extremely beneficial to students.
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3. Innovation

Privacy promotes innovation. True innovation requires, “the capacity for critical perspective on one’s environment and . . . is not only about independence of mind.” Surveillance creates an environment that lacks the freedom and space needed for innovation. Innovation requires innovative practice, and “innovative practice is not linear.” In fact, innovation is “multidirectional, stochastic, [and] full of feedback loops.” Outside influences and challenges affect feedback loops, while also providing opportunities for innovation to happen. However, circumstances that create “intellectual regimentation” and “restrict[] the freedom to tinker” create an environment that diminishes innovative chance. True innovation requires not only space, but also the ability for variable behavior. Variable behavior combined with new ideas and serendipity creates innovation, which flourishes when there is both “intellectual and material breathing room to experiment with them.” Conversely, innovation does not occur in environments of intellectual restriction with no room for self-determination.

Environments with pervasive surveillance that influence behavior do not allow the freedom to tinker, which is necessary for innovation. Pervasive surveillance chills innovative activity, and Julie Cohen believes that any thought to the contrary is “simply silly.” The idea that innovation could exist in an environment of pervasive surveillance requires belief in a construct of “the liberal subject, who can separate the act of creation from the fact of surveillance.” Individuals do not respond to surveillance like this, and instead surveillance molds individuals behaviors. This is comparable to the subtle process of behavioral advertising, which pushes consumers towards products in a highly personalized way. Likewise, search engines and social media push citizens towards political inclinations by conforming the information environment to personalized political and ideological beliefs. In the same way, innovation is subtly
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influenced by surveillance. Thus, with privacy, people may develop self-determination, and there will be room for innovation.  

Universities should value, appreciate, and create space for innovation. Traditionally, universities are places where students have opportunities for hands-on experiences that allow for innovation and invention. Innovative ideas by students and professors at universities lead to prestige and respect from the outside world for that university. With this goal in mind, it would behoove university administration to provide privacy and space to students to promote innovation. An environment of surveillance is not one in which students are given the tools to innovate and provide new and fresh ideas. Promoting privacy will ultimately serve the desired goal of promoting innovation on university campuses. This space to tinker, as Cohen puts it, will allow students to try and fail without fear and encourage them to try again if they do.

Surveillance masquerading as big data attempts to call itself innovative. It is not. Big data is a means to find patterns within datasets to provide predictive information. While it can be used scientifically, it is used to analyze the physical and behavioral data of individuals. Individuals’ judgments and preferences are predicted in such a way that it shapes individuals’ preferences. Using big data in this way not only surveils individuals but also shapes their needs and preferences and completely undercuts the autonomy of self-choice. The environment created by big data surveillance does not allow for independent thought and, over time, will completely eliminate innovation. Privacy is needed to promote true innovation. Thus, when privacy is allowed, “tinkering and behavioral variation” needed for innovation will emerge and innovation will thrive.

Admittedly, schools have occasionally used big data surveillance to good ends. A report by the New America Foundation highlights some of the promise of big data in higher education. Specifically, big data surveillance can be used to implement systems that alert universities as early as possible of students at risk of dropping out in order to provide targeted advising. Another promise is the use of adaptive learning, which adapts to the specific needs of the individual.
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student. Yet another promise is the ability to increase enrollment yield by using the characteristics of students who have enrolled in the past to determine the chances that a potential student will enroll. The report also notes that big data can be used positively to tailor financial aid in order to maximize the chances that students enroll.

However, in addition to privacy concerns, the report mentions several challenges in using big data. The first is that the models used can discriminate based on age, race, gender, and socioeconomic factors, as these factors are central to the analysis and will mirror the past discrimination in the dataset. This means that colleges that use big data for predictive analytics regarding admissions run the risk of disfavoring minority students. Additionally, there is the risk that the algorithms point towards recruiting wealthier students over low-income students because wealthier students have historically enrolled at the school. Another challenge is that colleges using big data are not transparent about its use, but they should be. Transparency includes being open about the quality of the data being used and any potential for bias. Transparency also extends to the outside vendors that colleges contract with, so colleges should choose vendors carefully.

C. Problems With the Use of AI in Employment

We can better understand the harms of using big data in educational decisions by comparing the use of big data in hiring decisions. This comparison reveals the potential for biased decision-making when hiring based on algorithm recommendations. In fact, Amazon uncovered that its recruiting algorithm was biased against women. The company deployed a team in 2014 with the task of building computer programs to create an automated process for recruiting talent. The program utilized artificial intelligence to generate scores for job candidates that ranged from one to five stars. A year into the development, the company realized that the system
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was not rating candidates for technical jobs, such as software
development, in a gender-neutral way. The models were generated
based on Amazon’s past applicants over a ten-year period and, given
the male dominance of the tech industry, those successful applicants
were mainly men. The system penalized resumes that included
the word “women’s,” thus downgrading graduates of all-women’s
colleges.

Another iteration of Amazon’s AI program was being developed
around the same time to search the internet for candidates worth
recruiting, focusing on job function and location. Amazon again
discovered that the system favored candidates who used language that
was more commonly found on male resumes, such as “executed”
and “captured.” Additional problems with the system meant that
unqualified candidates were recommended for jobs over their more
qualified counterparts. Amazon is not the only company to seek a
way to utilize AI for recruiting and hiring. Big names such as Unilever,
Hilton, and Goldman Sachs all use AI in hiring.

Professor Pauline Kim dissects the process behind the use of
algorithms in hiring decisions. Companies use an applicant
screening tool, which is often automated software provided by a third
party, that analyzes the data from each applicant and decides which
candidate deserves to make it to the next step. The software utilizes
an algorithm to predict which applicants are most capable of
performing the described job. The software creates this algorithm by
taking vast quantities of data to analyze and find any existing
statistical relationships between the given variables. Then, the
discovered relationships are used to build predictive models to be
applied in future cases. The predictive model, in the manner used by
big data analytics scientists, can not only identify patterns but can also
infer characteristics. Ultimately, recruiting and hiring algorithms
observe correlations to predict future human behavior.

When relying on algorithms for hiring and recruiting, the first risk
is that the employer may consciously rely on protected characteristics
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in choosing who may see a job posting. For example, if any employer uses demographic-targeting variables, a certain gender or age group could be chosen when deciding who sees the advertisement. This form of targeting can occur even if the employer does not expressly choose to discriminate this way. An employer may choose an attribute like "young professional" that indirectly corresponds with age. Screening and scoring algorithms can appear neutral but actually rely on a proxy attribute that causes implicit bias, such as zip codes. This may seem like a neutral attribute, but in certain cities place of residence may closely correspond with race. Additionally, an algorithm can produce biased results if it is made from biased data. If built from a biased dataset, biased results occur. If the algorithm bases hiring decisions on comparisons with current employees, and the current employee makeup has few women, then the algorithm will simply recreate that. Thus, predictive models are only as good as the existing dataset that the model is built upon.

Allowing algorithms based on protected classes led to trouble for the company Roommates.com, LLC. The company operates a website that allows people to connect with others who are renting out rooms. In order to use the services, an individual must create a profile and answer certain questions. A section of the questions addressed sex and sexual orientation. The user was also required to select which sex and sexual preference they would prefer in a roommate. The Fair Housing Council sued, alleging that by requiring these answers, there was an intent to discriminate based on the answer. The Ninth Circuit determined that Roommates.com designed its search systems to limit listings that subscribers view based on sex and sexual orientation. Ultimately, the court found that the company could be held liable for using the questions and remanded to the lower court to determine the legality of asking the questions.
As another example, AI-based hiring assessments are the basis for recruiting-technology company HireVue, which contracts for its services with other companies. HireVue’s AI uses video interviews to analyze the candidate’s face to determine an estimate of willingness to learn and stability. Candidates that are required to interview via HireVue are not told their scores, but the scores are given to the employer. The Electronic Privacy Information Center (“EPIC”) filed an official complaint against the company with the Federal Trade Commission (“FTC”), arguing that the collection of biometric data is intrusive and causes substantial privacy harms. The analysis is secret, which makes it impossible for the candidates to know how their personal data is being used, in turn making it impossible to consent to the use. The complaint alleges that the use of AI in decision-making is dehumanizing and invasive, as it is built entirely on science that perpetuates discrimination in hiring practices. The complaint asks the FTC to stop this use of automation and make the algorithms public.

Using AI in college admissions and retention would lead to similar concerns. Furthermore, it highlights some of the issues that are being perpetuated by the use of big data in decision-making. Like employers, universities run the risk of creating algorithms that perpetuate biases in the datasets. Algorithms can have profound impacts on the diversity of the student population and create the risk of false positives. Because of the way the algorithms are created, it could flag students falsely for concerns such as high dropout risk. False positives not only embarrass students, but also waste university resources and undermine the efficacy used to justify big data.

D. Big Data Case Study

The aforementioned New America Foundation report includes a case study of two universities that use big data. Mount Saint Mary’s University, as previously mentioned, sought to use big data to identify at-risk students so they could be urged to leave the school before their data could be included in retention rate statistics reported to the federal government. The other school included in the report, Georgia
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State University, analyzed student grades over a ten-year period to determine a list of factors that indicate the likelihood of a student graduating. The school then implemented a system that created alerts to show advisors which students needed help. Two of these alerts are centered around the student’s major; one alert occurs if the student does not sign up for a required class, and the other occurs if a student signs up for a non-required class. The system has resulted in a six-year graduation rate of 52%, which is higher than the national average of 43%. This case study indicates that not every university will use the results of big data in an inappropriate way and notes the great power big data gives administrators. However, the opportunities for exploitation of the data are numerous.

Admittedly, big data from surveillance does provide some benefits to higher education. However, these benefits alone are not enough to outweigh the costs of persistent surveillance of college students. Even Georgia State University’s graduation rate success came at a cost to students. The school admitted that one of the system alerts happens when a student signs up for a class that is not required for that student’s major. The alert will then prompt a discussion with an advisor. This discourages students from taking classes that interest them if they may be outside their chosen major. Even if a class is not within the student’s major, there is value in taking classes that interest the student and expanding overall intellect. The Association of American Colleges and Universities surveyed employers and found that four out of five employers think students should have broad knowledge in liberal arts and sciences. This same survey also found that employers hire students based on their communication skills and ability to solve problems rather than the student’s major. Furthermore, as the New America Foundation report notes, big data perpetuates any discrimination found in the dataset. These factors, on top of the privacy implications, weigh in favor of disallowing big data and pervasive surveillance in higher education.

E. Failed Attempts to Preserve Privacy at Universities

A university that may seek to implement models of privacy, such as data-as-payment or pay-for-privacy models, to combat the use of big data would still undermine student autonomy and decision-making. As Professor Stacy-Ann Elvy lays out, there are models of privacy
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where data is a currency. The first, data-as-payment, is what social media platforms, such as Facebook, and cell phone applications use. The user ostensibly gets a free service, but in exchange for that service the user is giving up data. However, users may be unaware that the free service they are receiving comes at the cost of personal data. Under this model, the consumer’s data is a currency that is paying for the service.

The pay-for-privacy models commodify privacy as something that can be bought and sold. The first form of pay-for-privacy is the privacy-as-luxury model. Under this model, companies provide services with more privacy if the consumer is willing to pay more for the service. The model exists because there are consumers who are willing to pay for privacy, indicating privacy is on the minds of at least some consumers. This means that companies can sell services for free using data-as-payment, or sell the same product for a price with built-in privacy controls, so that the consumer is not data mined.

Another model is the privacy-discount model. Under this model, consumers are paying for privacy, but the company offers an incentive, in the form of a discount, if consumers are willing to give up some of that privacy. Companies receive revenue in the form of data from consumers who select the discount and money from consumers who are unwilling to give up their privacy. When consumers engage with companies under this model, they are effectively getting paid for their data.

Modeling privacy in this way creates issues instead of solving them. Models of privacy that require payment for privacy creates unequal access to privacy. Under these models, only those who can afford the higher price get privacy, which creates a divide between those who get privacy and those who do not. An example is research based on incomes of iPhone users versus Android users. Apple’s iPhone has greater security, and the company implements measures to protect
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Comparatively, Android has weaker privacy and security protections. Apple’s iPhone is much more expensive than its Android counterpart, with an iPhone starting at $399 compared to Android’s $60. The research indicates that iPhone users have higher incomes than Android users. Thus, iPhone users pay more for better security and privacy. The gap in privacy protections mirrors socioeconomic gaps. Models like privacy-discounts force lower income consumers to make the choice between privacy and other needs. Thus, if given the choice between privacy in data or extra cash in pocket for things like groceries or the utilities bill, lower income consumers are likely to opt for the discount in privacy-discount models. In fact, the FCC, in the context of internet access, has acknowledged that low-income consumers are likely to be disproportionately impacted by pay-for-privacy models compared to other consumers.

Yet another issue with these models of privacy is that consumer control and choice over data are illusory. With many companies, the privacy policies and terms and conditions show that they can still monetize consumer data under certain conditions. Often, companies do so by anonymizing the information to justify disclosure. However, this relies on an assumption that consumers do not want to share data with their names attached, instead of the reality that there are many other reasons why consumers may not want to share data. There is always the risk that the data can be de-anonymized and re-identified, like in the aforementioned Netflix example. Additionally, the information is used to make inferences and predictions, over which the consumers have no control. As a result, companies treat consumers differently based on these predictions.

It is easy to see why these privacy models may appeal to universities, as they are low-cost options that may make the university money. However, the same concerns in the consumer setting presented above apply in the university setting. First, these privacy models still
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undermine student autonomy and ability to innovate. Second, these privacy models will have a disproportionate, negative impact on low-income students, who may be receiving need-based scholarships. These students may feel as if their scholarships depend upon allowing data mining. Even in a situation where a student does not have a scholarship hanging in the balance, if giving up privacy for a discount is an option, lower income students will feel pressured to do so in order to cut back on costs of attendance. These options leave a portion of the student population feeling marginalized and left with no meaningful options. Even if universities did not care about the impact to lower income students, these types of privacy models at a university will have a negative impact on the datasets the university uses to make a predictive model. The data may be skewed, reducing the accuracy of the predictive model.

A pay-for-privacy model should be prohibited at universities. This form of “privacy” would not protect students and would instead harm them. For universities to truly protect students and create an environment in which autonomy can flourish, true privacy protections are needed on college campuses.

III. PROTECTING STUDENT PRIVACY

Universities operate under mantras that champion autonomy and innovation yet violate those principles when they data mine students. Universities could self-regulate to provide student privacy while also getting the data the university needs for student retention purposes, but they are unlikely to do so voluntarily. As a result, legislation is needed. The statutes that currently govern student privacy at universities are inadequate. Amendments to current legislation could provide greater privacy protections and could potentially be modeled after provisions of the California Consumer Privacy Act and the European Union’s General Data Privacy Regulations.

A. University Self-Regulation for Student Privacy Protections

Universities use big data because they think it is the best way to gauge student success and retention, but universities are undermining students’ potential to be productive and democratic citizens. Universities should want to protect student privacy, thereby protecting student development and autonomy, because it is part of the very reason that universities exist. For example, the University of Arizona’s stated purpose includes expanding human potential.298 Additionally, the university’s mission statement states, “We will continuously improve how we educate and innovate so we can lead the way in developing disruptive problem-solvers capable of tackling our

Similarly, the University of North Carolina includes the word “liberty” as a defining principle of the university. The university’s mission statement also includes serving as a center for creativity. These mission statements explicitly mention qualities of student development that are protected by privacy. Thus, in order to fulfill their missions, universities need to implement measures to protect student privacy and prohibit data mining of students, thus promoting autonomy.

Data mining does not further the goal of education, which is the primary purpose of universities. As mentioned above, a lack of privacy and environment of surveillance change the way students will learn. Students who drop out obviously miss out on learning. Universities should want to identify and help those students. However, in using big data to do so, universities are identifying those students by imposing costs on the entire student body. While data mining harms students' ability to learn, privacy would remedy the harm. To stay true to their purposes, universities should provide privacy to their students and seek different means to identify struggling students, allowing autonomy to flourish and students to learn.

Students could put pressure on administrations to stop the use of big data or, at a minimum, be transparent about it. Many college campuses have a powerful student government organization that helps shape decisions that impact the entire student body. If these organizations would take notice of the use of big data on campus, they could pressure the administration to change course. This sort of pressure is unlikely to occur until students are aware that data mining is occurring. This requires university transparency or some type of notice to students from advocates.

1. **Self-Regulating Through Nudge and Notice**

Universities could take steps to further privacy interests of their students, while still getting the data that they want. Universities could avail themselves of the regulatory mechanisms that legislators use to influence behavior without passing new laws. “Nudging” is one mechanism used to influence behavior that exploits the ways humans tend to make irrational choices. The point of nudging is that by setting the right default, it can reduce the costs of failure to switch.
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In addition to nudging, notice is used to disclose facts to individuals in hopes that individuals will make the best choices for themselves.\footnote{Id.}

Nudging is effective because it uses individuals’ cognitive biases in a way that helps them make productive choices.\footnote{Id. at 783.} The concept of nudge built upon economist Herbert Simon’s work in behavioral economics, which found that people deviate from rational decision-making in predictable ways.\footnote{Id.} Professors Richard Thaler and Cass Sunstein strongly urge the use of nudging to leverage these irrational behaviors to get desired results.\footnote{See Richard H. Thaler & Cass R. Sunstein, NUDGE: IMPROVING DECISIONS ABOUT HEALTH, WEALTH, AND HAPPINESS (2008).}

The use of defaults is the most popular version of nudging.\footnote{Cale, supra note 302, at 785.} Defaults could include automatic enrollment in some form of program.\footnote{Id.} Defaults work because humans have a tendency to prefer the status quo and will not likely deviate from a default.\footnote{Cass R. Sunstein, Nudging: A Very Short Guide, 37 J. CONSUMER POL’Y 583, at 3-4 (2014).} When a university sets a default at the preferred outcome, such as opting into data mining, it places the burden on the student to opt out.\footnote{Id. at 785.}

Notice is another popular form of nudging.\footnote{Id. at 787.} Mandated notice requires disclosure of practices to users.\footnote{Id.} Mandated disclosure assumes there is a gap in knowledge between the user of the product and the provider.\footnote{Id.} Notice serves to bridge the gap.\footnote{Id.} Thus, the basic premise of notice is that, with more knowledge, users will make better informed choices.\footnote{Id.} When imposed as a regulation, which is often the case in privacy, the regulated entity must provide notice at a decision point.\footnote{Id. at 787.} Notice can come in the form of lengthy reports targeting sophisticated parties or communications like a letter or email.\footnote{Id. at 788.} Given how versatile notice can be, it is the regulation of choice for legislators, as it requires little cost for regulated entities and does not require legislators to tell the entity how to run its business.\footnote{Id.} Further, notice places the burden on consumers to choose from among competing options, so long as they have knowledge of those options.\footnote{Id.} Thus, mandating notice is a win all around for legislators.
Universities could utilize nudging to push students towards sharing data for retention purposes. Universities can set the default at data mining while providing notice of why the data is needed to further student retention goals. Further, universities could give students the opportunity to opt out. Since student retention after the first year is so important, universities can set the default and place the notice at the outset of the relationship between the students and the university. If universities truly need the student data for retention purposes, this would allow the universities to still get the data needed, while providing better privacy protections for the students.

Nudging is a good default for a large number of people, but a better default would be to start with disclosure to the students. As part of the disclosure, the university could provide a nudge, fully explaining the purpose of the data mining and benefits of it. Students then would have the choice to opt into data mining, instead of opting out. As part of this process, the university could nudge by explaining how many other schools utilize this, how many other students have agreed to allow it, and explain that it may make the first year of college easier for the students. Throughout the semester, the university could remind a student that there is still the option to opt in.

A university should utilize a combination of both nudge and notice to protect student autonomy. As mentioned above, the New America Foundation report highlights that a challenge of big data in colleges is a lack of transparency. Transparency could improve with disclosure. Disclosure should include informing students of the type of information that can be gathered about the students, such as ID card swipes and Wi-Fi activity, along with the uses of the information. The information should be disclosed at the outset of the relationship between the student and college. Further, nudging can be utilized by giving students the opportunity to opt out of data gathering without ramifications. Colleges should keep the disclosure simple so that it is easily understood.

In fact, the combination of nudge and notice has been successful. Virginia Commonwealth University provides an example of effective disclosure. In the fall of 2019, the university tested a new program that compared students’ Wi-Fi connection with the students’ class schedules to determine if the students attended class.321 Disclosure was provided in the form of answering frequently asked questions.322 The university explained how the information was gathered, why the information was gathered, and which classes were participating in the test program.323 Along with the information about the program, the
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university provided a link through which students could opt out of the program by late November 2019. As of January 2020, there were 4,047 students enrolled in classes that would be part of the test program. Of those students, 2,414 students opted out of the program. This means almost 60% of students opted out of having their Wi-Fi connectivity analyzed, leaving only 1,633 students that agreed to have their data analyzed. Thus, an easy-to-read disclosure can fulfill its purpose.

2. Questionable Effectiveness of Notice

However, mandated notice is not always effective and has its critics. Professors Omri Ben-Shahar and Carl Schneider criticize mandated disclosure at length. One identified problem of mandated disclosure is the “more-is-better” mantra, which in turn leads to disclosure that is far too broad. Legislators have a hard time discerning which data will be important to consumers, which leads to the belief that everything is useful so everything must be disclosed. The result is that mandated disclosures multiply.

Further, as new information comes to light, there is “constant pressure to cover newly noticed contingencies.” Therefore, the scope of the mandate is continually increasing. As proof, Ben-Shahar and Schneider cite to a study of healthcare patients, which indicates that 76% of patients want to know about any adverse effects of treatment, regardless of how rare that effect may be. Mandated disclosure also expands as a result of disclosees’ incorrect interpretation of the data they are given. For example, patients who were informed about doctors’ and researchers’ conflicts of interests thought that such a disclosure was a positive sign that the study would be done correctly. As a result, more information is given to consumers to ensure they interpret the disclosure correctly, leading to overcorrection. Disclosures become too copious and complex, and the disclosee cannot effectively handle the quantity of information given to them.
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Another problem occurs when the disclosee is given too many disclosures and cannot read and comprehend all of them. These problems have no good solution. A choice between incomplete disclosure or too much disclosure is no choice at all. Further, when deciding to implement disclosures, legislators deal with the issues individually, while consumers deal with the disclosures all at once, each competing for the consumers’ time. Thus, while the length of disclosures grow, the amount of time disclosees have to read the disclosures shrinks because consumers are accosted with more and more.

Yet another issue with disclosure is articulating the information adequately. Disclosures can be vague or provide precise information. Providing specific information can be challenging unless all information needed for such disclosure is well known at the time of writing the disclosure. For example, writing a disclosure for cigarettes was more easily done once all the dangers of smoking were widely known. Conversely, providing vague disclosure does not give adequate guidance to consumers. How to disclose is a related issue. The decision of where to place disclosure, such as at the beginning or end of the document, raises concerns about whether it is adequately signaling the importance of the disclosure.

An issue at the heart of mandated disclosure is the ability of consumers to understand the information given to them. First, disclosures are hard to read. For example, financial privacy disclosures require an advanced college reading level to understand. Another example is HIPAA authorization, which uses language comparable to legal contracts or professional medical literature. The demand for simpler disclosure has led to the realization that only modest progress is possible. Consumers place the information they receive within the framework of their personal understanding, which means that it is often misunderstood because they lack requisite background information necessary for proper interpretation.
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Additionally, a primary assumption of mandated disclosure is that consumers want to make the decisions put in front of them. However, when faced with complicated decisions, consumers look for shortcuts. Consumers want to use less information in order to break the information down into understandable pieces and make familiar decisions. These preferences are all ignored when mandated disclosure is utilized. Such disclosures may present choices that consumers do not want to make and, as a result, consumers become overwhelmed and simply do not make the choice.

**B. Current Regulatory Regime**

Currently, student data mining is working for universities and, as a result, it is highly unlikely that universities will change their practices on their own. The self-regulation discussed above is unlikely to happen, as universities currently see no reason not to data mine students. Thus, legislation is needed to ensure student autonomy and privacy are protected at universities. Without it, universities are unlikely to disclose student data mining or seek consent to do so. The current regulatory regime, outlined below, is inadequate to deal with the use of big data by universities.

Currently, universities are subject to the privacy protections in the Family Educational Rights and Privacy Act ("FERPA"). In 1974, FERPA was introduced by Senator James Buckley as a means of remedying privacy violations by schools that were releasing personal data. Additionally, Senator Buckley wanted to give parents notice and control over disclosure of information to outside parties. This desire was born out of a report published by the Russell Sage Foundation, which conducted a study that found schools did not give sufficient notice or opportunity to consent to data collection for student records. The report highlighted that schools were collecting information about more than just attendance and grades. Students were surveyed about their "families, beliefs, values, drug use, and sexual mores to gain insight." Colleges and universities collected information about student activists to share with law enforcement. Indeed, the Watergate Scandal was on legislators' minds when adopting FERPA, as they were afraid that secret files were
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being created to make a record that would limit students’ future opportunities.\textsuperscript{364}

Today, FERPA grants parents of children under eighteen years of age and students over the age of eighteen enrolled in post-secondary institutions specific rights regarding personally identifiable information (“PII”) within the students’ records.\textsuperscript{365} They have the right to inspect and review the accuracy of the record; the right to challenge the accuracy of the record at a hearing and provide correction or commentary; and the right to prevent PII collected and maintained from being disclosed to any third party without written consent.\textsuperscript{366} PII is defined to include, but is not limited to: the student’s name; the name of the student’s parents or other family members; the address of the student or student’s family; a personal identifier, such as the student’s social security number or biometric record; indirect identifiers such as date of birth, place of birth, or mother’s maiden name; other information that is linked or linkable to a specific student that would allow that student to be identified with reasonable certainty; or information requested by a person who the institution reasonably believes knows the identity of the student.\textsuperscript{367}

However, there are exceptions when student information may be provided without student or parent consent. One exception allows disclosure of information to other school officials who are determined to have a legitimate educational interest in the records.\textsuperscript{368} This exception also applies to a contractor to whom the institution has outsourced services or functions, so long as the contractor performs an institutional service, is under the direct control of the institution with respect to use and maintenance of education records, and is subject to the requirement that the PII be kept private.\textsuperscript{369} Additional exceptions include processing financial aid,\textsuperscript{370} disseminating to accrediting organizations to carry out functions,\textsuperscript{371} assisting with a health or safety emergency,\textsuperscript{372} and complying with a judicial order or subpoena.\textsuperscript{373}

Universities must comply with FERPA in order to receive federal funding.\textsuperscript{374} Colleges are required to allow the opportunity for a hearing to challenge the content of the education records to ensure that they are not “inaccurate, misleading, or otherwise in violation of the privacy rights of students.”\textsuperscript{375} If information is found to be incorrect, the school
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must allow for correction or deletion. If a college is found to be in violation of FERPA, the Department of Education has the power to withdraw all public funding. Additionally, if a third party that the college contracts with is found to be in violation of FERPA, the school from which the PII originated may not allow access to PII by that third party for at least five years. It is worth noting that, by statute, FERPA compliance is only required by schools that receive public funding. Additionally, FERPA does not grant a private right of action for violations. Thus, it is within the sole discretion of the Department of Education to enforce any violations.

There are a few procedural safeguards built into FERPA that grant students limited rights of enforcement of FERPA’s protections. FERPA designates power to the Office of the Chief Privacy Officer of the Department of Education to investigate and review complaints of violations. Additionally, the Office of Administrative Law Judges (“Office”) is enabled to act as a review board. A student has the authority to file a written complaint alleging a violation to the Office. However, this is a time-limited power, so the complaint must be filed within 180 days of the alleged violation.

Once the student has filed a written complaint, the Office has the choice to complete an investigation to determine the veracity of the complaint and whether there is an actual FERPA violation. If the Office decides to investigate, the complainant and school will be given written notice, which includes the allegations. The notice will also instruct the school to submit a written response, which must include information about the school’s policies on educational records. The Office will also notify the complainant if it decides not to pursue investigation. Should the Office determine that a failure to comply with FERPA has occurred, the Office may also determine whether the failure was due to a policy or practice, which will impact the steps the university must take to become compliant. Additionally, the Office may ask the parties to submit written or oral arguments if needed.
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At the conclusion of the investigation, the Office submits written notice of its findings and the basis for the findings to the complainant and applicable parties.\textsuperscript{392} Should the Office find that the school has not complied with FERPA, the school will then be given a list of specific steps to take to become compliant, along with a “reasonable” timetable for when the school must come into compliance.\textsuperscript{393} If the university does not comply with the provided steps, the Secretary of Education is authorized to take legal actions to enforce compliance.\textsuperscript{394} This includes withholding further payments under any applicable programs, issuing a complaint to compel compliance through a cease-and-desist order, or terminating eligibility to receive funding under any applicable program.\textsuperscript{395}

While this process places some power in the hands of students, it does not correct the individual harms suffered by the student who files the complaint. At most, this power ensures that a situation similar to that in the complaint does not occur again but does not allow remedy for the student individually. The harmed students are left with no remedy for the violations because there is no private right of action. Additionally, filing a complaint in no way guarantees that the Office will investigate. Filing a complaint effectively does nothing more than alert the Office to the fact that there may be a FERPA violation; it still leaves all discretion in the hands of the Office and out of the hands of the students.

The exception to consensual disclosure for school officials is troubling. The school official exception grants schools the authority to determine who is a school official and what are legitimate educational interests.\textsuperscript{396} Additionally, the determination under the exception is informal.\textsuperscript{397} No formal designation is required nor is specification of the purpose behind the disclosure or even any data security mechanisms.\textsuperscript{398} There are also minimal oversight requirements under FERPA governing the third-party outsourcing of schools’ official duties.\textsuperscript{399} All that is required is that colleges use “reasonable methods” to exercise “direct control” to ensure compliance.\textsuperscript{400}

There is also no requirement that the relationship between a college and third-party provider be governed by a contract.\textsuperscript{401} While a contract may not solve all problems, the lack of a contract requirement means that there is not even a bare minimum standard that must be

\begin{itemize}
\item \textsuperscript{392} \textit{Id.} § 99.66(b).
\item \textsuperscript{393} \textit{Id.} § 99.66(c).
\item \textsuperscript{394} \textit{Id.} § 99.67(a).
\item \textsuperscript{395} \textit{Id.}
\item \textsuperscript{396} Zeide, supra note 360, at 359-60.
\item \textsuperscript{397} Id. at 360.
\item \textsuperscript{398} Id. at 361.
\item \textsuperscript{399} Id.
\item \textsuperscript{400} 34 C.F.R. § 99.31(a)(1)(ii) (2018).
\item \textsuperscript{401} Zeide, supra note 360, at 362.
\end{itemize}
met. Furthermore, the Department of Education has not defined “reasonable methods” or “direct control.” At most, the Department of Education has only referenced best practices in a non-binding document. In the non-binding guide, the Department of Education has only suggested that reasonableness corresponds with the level of harm presented by the information while also reflecting practices at similarly situated schools. Lastly, the Department of Education defers to the institution’s determination of a legitimate educational interest.

The protections offered by FERPA rely on the presumption that disclosure of information occurs pursuant to oversight and approval. It also assumes that educational decision makers use the student data wisely. These presumptions no longer hold true in the age of big data and the prevalent use of outside parties to provide services based on data. The limiting safeguards of FERPA do not account for the wealth of information that can be derived from student data. FERPA is not prepared to address the privacy concerns that arise from universities’ use of student ID card swipes to determine social interactions and networks or system alerts to identify at-risk students.

C. Fixing FERPA

There are three ways FERPA could be fixed. First, FERPA could be amended to provide better protection in light of big data. Next, FERPA could be interpreted differently, allowing PII to cover the student data currently being gathered. Finally, litigating FERPA violations will provide little help in fixing the statute.

1. Amending FERPA

Amendments to FERPA have been proposed that increase transparency and notice in an attempt to give students and parents more control. These proposed amendments have focused on constraints on collection, use, retention, and repurposing of data. Further, the proposed amendments have attempted to add regulations so that third parties must meet a higher threshold to qualify to receive
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the data. Some of these proposed amendments would require private contracts that include explicit penalties for breaches of the agreement. However, these proposed amendments have remained just that: proposals that are not law.

Any proposed amendment to FERPA should strengthen privacy protections compared to those already provided by the statute. Strengthening the privacy protections would promote student autonomy and choice. The language of FERPA and subsequent interpretation does little to address the sort of data being gathered by colleges today. It is unclear whether data such as ID card swipes with time stamps and location information or Wi-Fi connection activity is the type of data regulated by FERPA. It is likely not. Currently, FERPA only protects students’ personally identifiable information. The current definition of personally identifiable information does not explicitly include data from ID card swipes and Wi-Fi connectivity. That data is gathered and used in a way that is not as easily linked to the student in ways that FERPA contemplates. As a result, these forms of data are not defined as personally identifiable information.

Even if the information were classified as personally identifiable information, students have no ability to protect it, aside from the ability to review the record. Additionally, ID card swipes and Wi-Fi connectivity are not part of an educational record of the sort that FERPA was designed to protect. FERPA defines an educational record as materials that have information directly related to a student that are maintained by the school. Instead, the ID card swipes and Wi-Fi connectivity are used to feed into the algorithm monitoring students. If FERPA is to address these problems, proposed amendments must address this sort of data collection to ensure universities are not creating an environment of constant surveillance. Amendments to this effect would align with the initial reasoning behind enacting FERPA in the 1970s. Today, more so than decades ago, colleges have the capability of learning intimate detail of students’ lives to create “secret files” on students.

2. Interpreting FERPA

Alternatively, as opposed to amending FERPA, the Department of Education could institute rulemaking to address the issue of student privacy. Using its rulemaking authority, the Department of Education could promulgate guidance for institutions of higher education to prohibit data mining of students. Notably, the Department of Education is required to use negotiated rulemaking, involving interest groups in the rulemaking process. Currently, the Department of
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Education has rules that supplement FERPA, providing definitions and filling in the gaps of the statute. Without amending FERPA, the Department of Education could provide more rules within this section to provide greater student protection.

One such rule could be to expand the definition of personally identifiable information. This rule could expand the definition to include the type of data currently being gathered by universities, such as ID card swipes and Wi-Fi connectivity. Further, the definition of educational records could be expanded to include the records generated by universities as they use big data to analyze student behaviors. The rule should also define what exactly constitutes a legitimate educational interest. Big data analysis would not be a legitimate educational interest. Additionally, a rule could be added to govern the relationships between universities and third-party vendors of data processing. The rule could create parameters to govern the relationship between universities and third-party vendors.

3. Litigating FERPA

Absent legislative help, courts will not be very useful in filling the gaps in FERPA. There is a dearth of case law providing guidance on the current holes in FERPA’s definitions. This is largely because there is no private right of action under FERPA for students or parents to bring suit. However, an individual may challenge a Department of Education rule if the individual can show that they suffered a concrete and particularized harm. The statute also explicitly directs the Secretary of Education to limit funds. Thus, courts have little, if any, opportunity to rule on FERPA language and help fill any holes. This leaves interpretation of questionable language to the sole discretion of universities, with little oversight and ability to correct if the school officials are incorrect in their interpretation. The Secretary of the Department of Education does, however, designate the Office of Administrative Law Judges to act as a review board for programs that fall under FERPA’s domain. This is the main form of review available under FERPA, and the purpose of this review board is solely to act as part of the Department of Education to investigate violations or complaints. The review board would only be able to investigate big data usage if it is alleged by the complainant, which in turn requires the complainant to know data is being used.
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D. Proposed New Legislation

Instead of amending FERPA, Congress might instead enact federal privacy protection similar to the California Consumer Privacy Act (“Act” or “CCPA”). Enacted in 2018, the CCPA provides consumers in California with many more rights than federal privacy statutes. Under the Act, consumers have the right to request that businesses which collect consumers personal information disclose what has been gathered. This includes what type of personal information has been gathered, the sources from which the personal information is collected, the business purpose behind collection, the third parties with whom the business shares the information, and the specific pieces of personal information the business has collected about the consumer. Additionally, businesses that want to collect a consumer's personal information must inform the consumer either at the time of collection or before collection regarding what type of information will be collected and why.

Consumers may also request that businesses delete data, and businesses must inform consumers that they have the right to request deletion. If requested, the business must delete the information and direct any third-party service providers to do the same. Importantly, businesses may not retaliate against a consumer who exercises these rights by denying goods or services, providing a different quality of service, charging a different price for the good or service, or even suggesting retaliation. Businesses must also provide consumers with the right to opt out of collection. Importantly, businesses cannot attempt to get around the Act contractually. The Act also provides a right of action to a consumer whose information is subject to an unauthorized access, theft, or disclosure because a business failed to follow its duty to implement security procedures.

While the Act is limited to businesses, the structure readily lends itself to the context of colleges' information collection from students. It is easy to see how the information collected by colleges, such as ID card swipes and Wi-Fi connectivity, could be regulated by statutes like the CCPA.

Unfortunately, colleges in California are only saved from the Act if they are classified as not-for-profit. Any for-profit college operating...
in California that has an annual gross revenue over $25,000,000 that buys, receives, sells, or shares personal information of more than 50,000 individuals, or gets 50% or more of annual revenues from selling information could be subject to the Act.\textsuperscript{432} Likely this is an unintended consequence, but the for-profit and not-for-profit distinction essentially leaves a loophole that allows state and federally funded colleges to get away with data mining that their for-profit counterparts could not.

Instead of amending FERPA, Congress should implement a federal version of the California Consumer Protection Act that focuses on student privacy. The easiest way to do this would be to simply alter the Act's definitions to apply to all colleges that are data mining students and tailor the Act's regulations to colleges. To promote transparency, students should be able to find out what information their college has collected about them, who it is being shared with, and for what purpose. In a sense, college students are no different than any other consumer; the good that is being consumed is just slightly different than what is traditionally thought of as a good or service. Nevertheless, making the choice of which university to attend is no different than a choice between other goods and services, based on price and other features that are important to the consumer. A federal version of the CCPA would put students' data back into the students' hands and allow the students to make the ultimate decision about their personal information, instead of leaving it up to the Department of Education to remedy violations. Additionally, students would finally have a right of action for violations that students have never previously had. Students would not have to fear repercussions for their personal decisions regarding usage of personal information, such as an increase in tuition or loss of scholarship that may otherwise lead them to accept data mining.

However, any federal version of CCPA is far from fruition. Legislators may not be keen to pass something quite this bold. With election always on their minds, it is unlikely legislators would pass something that businesses within their constituency might disfavor. Additionally, legislators would not want to allow a cause of action for privacy violations, as litigation may be seen as a waste of time or resources for colleges. Thus, the definition of PII could be expanded to include information like ID cards, which can actually be tied to a student's personal information through name and date of birth. Currently, the definition includes “other information that . . . is linked or linkable to a specific student that would allow [that student to be identified] with reasonable certainty.”\textsuperscript{433} ID card use and Wi-Fi connectivity are easily linked to individual students, hence why universities want to use them to identify whether a student is in class
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or other places on campus. Once linked to a student, it is linked to the other PII that the school has in its records. Thus, an expansion of the definition to include these forms of information would be a step in the right direction.

Alternatively, instead of applying more regulations on colleges, legislators might consider legislation that regulates the third-party vendors that are contracting with the colleges. These regulations could ensure that these companies do not receive students’ personally identifiable information and, instead, only get aggregate student data that cannot be tied to any one student. Further, any regulation of the vendors should ensure that the companies are unable to sell student data to any other parties for any purpose. Regulations should place time limits on data retention and address how companies should respond in the event of a data breach. Lastly, the regulations should provide students with a cause of action for violations. A cause of action would allow companies to be held accountable for mishandling students’ data and also allow students a remedy for misuse.

E. Comparison to European Data Privacy Protections

Current federal privacy protections look particularly thin in light of the European Union’s General Data Protection Regulations (“GDPR”). The GDPR grew out of the 1995 Data Protection Directive (“Directive”), which at the time provided unprecedented personal data protections.\textsuperscript{434} By replacing the Directive with the GDPR, the EU kept pace with technological advances.\textsuperscript{435} Specifically, the GDPR gives consumers control of their information collected by businesses.\textsuperscript{436} The regulations apply not only to businesses within the EU, but also to businesses outside the EU if the business offers goods or services to EU data subjects.\textsuperscript{437} The GDPR recognizes two types of data handlers.\textsuperscript{438} The first is a controller, which is defined as a “natural or legal person, public authority, agency or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data.”\textsuperscript{439} The other is a processor, which is the person or other body that processes personal data on behalf of the controller.\textsuperscript{440} Under the GDPR, data privacy is a fundamental right.\textsuperscript{441} This belief is reflected in the main principles of the GDPR:
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(1) “lawfulness, fairness and transparency;” (2) purpose limitation; (3) data minimization; (4) accuracy; (5) storage limitation; and (6) accountability. The GDPR also contains a set of criteria that must be met for lawful data processing, such as getting consent from the data subject. After the information has been gathered about the data subject, the GDPR also grants rights to the data subject to access the data. Another feature of the GDPR is the responsibilities of the controller to implement safeguards into the data processing.

The nuances of the GDPR sets limits that colleges within the United States would need to comply with if providing any goods or services within the European Union. First, colleges would need to meet the criteria for lawful data processing. Obtaining consent from the data subject is the first criterion. Under the GDPR, consent is crucial. The data controller, here the university, has the burden of proving that the data subject gave consent. Further, consent must be requested from the data subject in clear and plain language. If consent appears to have been required as a necessary condition for performance of a contract, that weighs in favor for finding consent was not freely given. Most colleges do not meet this consent requirement, as students may be unaware that data collection is even happening. Further, even if students knew collection was occurring, their consent must be clearly and unambiguously given. However, even in situations where the university has obtained consent, it may be challenging for the university to prove that the student did not believe consent was required to attend the school or take a particular class; it is easy to see how students may believe attendance is conditioned on consent.

Next, under the GDPR, lawful data processing requires compliance with the data controller’s legal obligations, that the data controller protect the data subject’s vital interests, that there is a need to process the data is for a public interest, and that there are legitimate interests in the data that do not override the data subject’s fundamental rights. Student data collection is hardly part of the school’s legal obligations, nor is it necessary to carry out some sort of public interest; although universities may argue that improving student retention is a public interest. Further, as argued above, the environment of surveillance created by this data gathering at universities goes against the interests of students, rather than protecting them. Finally,
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under the GDPR, data privacy is a fundamental right. Therefore, data mining of this sort may be overridden by the data subject's fundamental rights, even if the university argues that student retention is a public interest.

The GDPR also places responsibilities on the controller of the data. These responsibilities would apply not only to the colleges, but also to third-party vendors that analyze the data.\footnote{General Data Protection Regulation 2016/679, art. 28, 2016 O.J. (L 119) 33.} Colleges and third-party vendors would need to keep detailed records of data processing.\footnote{Id. art. 30(1).} The records must include security measures and time limits for erasure.\footnote{Id. art. 28(3).} Further, the colleges and third-party vendors would be required under the GDPR to have a binding contract, which would specify what data was to be processed.\footnote{Id.}

Yet another burden placed on both parties would be to ensure that there are safeguards in place so that the only data processed is for the exact purpose for which it is gathered.\footnote{Id. art. 12.} This means that if a university decides to monitor students' Wi-Fi connectivity to determine if the students were in class, that is the only purpose for which the Wi-Fi connectivity data can be used. The data could not be used to determine if the student had a routine, such as going to the on-campus gym or library after class, in order to figure out how likely the student is to return after freshman year. If consent were given to track data for one purpose but instead used for another, the university would not have consent for that usage. Again, this would apply not only to the colleges but also to the third-party vendors in possession of the data. Thus, the purpose of the data gathering would have to be determined and communicated at the outset and strictly followed to ensure compliance with the GDPR.\footnote{Id. art. 15.}

Aside from additional requirements the colleges and third-party vendors would have to follow, students would have more rights with regards to the gathered data under the GDPR. Under the GDPR, students would have a right of access to the data.\footnote{Id. art. 15(1).} This means that students would be free to request and obtain access to any information that the college may have gathered about the student.\footnote{Id. art. 15.} The right would include not only what has been gathered, but how and why it was gathered. Additionally, the student could learn who is going to receive the data and how long the school or third party will store the data. Finally, the student would be on notice that they have a right to have the information erased or lodge a complaint.\footnote{Id.}

\begin{footnotes}
\item[452] General Data Protection Regulation 2016/679, art. 28, 2016 O.J. (L 119) 33.
\item[453] Id. art. 30(1).
\item[454] Id.
\item[455] Id. art. 28(3).
\item[456] Id.
\item[457] Id. art. 12.
\item[458] Id. art. 15
\item[459] Id. art. 15(1).
\item[460] Id.
\end{footnotes}
Specifically, the “right to be forgotten” is an important right that is unlike any right a student has under American law. It means that after the student leaves the university, the student would be able to request that all information gathered on them be completely deleted by the school and any applicable third parties. Students would also be free to fix any inaccurate or incomplete information or to restrict any further processing of their data. These rights put control into the hands of students rather than the universities. It also grants an effective right of oversight to students, enabling them to be sure that the university is living up to promises that it made. The right of access also allows students to hold third parties accountable if the university fails to do so.

A final right is the right to be free from automated decision-making. The right is essentially the right to be free from profiling that uses data analytics and algorithms. If the data controller wished to use automated decision-making, there would need to be some level of human intervention. If the right were recognized in the United States, universities’ current practices would regularly violate it. The data is used to generate algorithms that in turn can be used to predict behavior. This function is in direct violation of this major tenant of the GDPR. Thus, universities would be unable to engage in surveilling students like this in the European Union. The right strips away the underlying incentive behind data mining. Without the ability to create the predictive algorithms, there is less incentive for universities to data mine.

Notably, the scope of the GDPR raises the question of whether American universities might also be in violation of the GDPR. As mentioned above, the GDPR is applicable to businesses outside the EU that offer services to EU data subjects. It is unclear whether this would also apply to American colleges with students who are EU citizens studying in the United States. If so, then any college engaging in data mining and profiling of these students could be found in violation of the GDPR.

A comparison of FERPA, the California Consumer Privacy Act, and the GDPR highlights how comparatively little protection is afforded to students under FERPA. Regimes like the CCPA and GDPR place rights in the hands of the data subjects. One key feature of the GDPR that should be transplanted into legislation in the United States as a right for American students is the right to be free from automated decision-making or profiling. Under the GDPR, this feature is the most detrimental to big data and the use of algorithms to make decisions. A
well-rounded student privacy regime would incorporate all the important aspects of the CCPA and GDPR. Privacy protections like these would promote the true goal of higher education, which is learning. Students would be free to learn autonomously and have space for innovation. Further, choices about a student’s future and career would not rely on algorithms that indicate a red flag when an inquisitive student signs up for a class that is not required for that student’s major. Students would learn and grow into better citizens, equipped to play meaningful roles in democracy.

CONCLUSION

This Note has highlighted the problems big data can cause to student development at the university level. Further, the use of big data undercuts the purpose behind a university: to create an environment where students can learn. Therefore, by changing the university environment from one in which autonomy can flourish to one of surveillance, universities are changing the way students learn and negatively impacting their ability to be self-governed, democratic citizens. Furthermore, universities should take note of the issues that are popping up with the use of big data and artificial intelligence in the realm of employment hiring decisions. Ultimately, universities may be perpetuating biases and harming protected classes. As a result, true privacy, not a version where students must pay for it, should be provided by universities. Current privacy regulations are not strong enough to protect students. Thus, Congress should step in and implement change to effectively protect students. However, given the unlikelihood of that happening, society and students must pressure universities to do better. Consequently, disclosure is necessary, along with a choice to allow students to opt out of data mining. Additionally, a lack of transparency is a persisting problem regarding universities’ usage of big data. In an effort to be transparent, universities could utilize disclosure and a variety of nudging techniques, while still getting data and simultaneously providing some protections for students who desire it. Without top-down privacy regulations, an outright stop of these practices will likely not occur. However, bottom-up regulation can have the same impact, as the story of Virginia Commonwealth University demonstrates. The time has come for universities to start being transparent about their use of big data and provide students some measure of control.